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INTRODUCTION

Climate changes have been occurring on the Eantte $t came into exis-
tence; however, in relation to a life of an indivéd human being they were very
slow. Probably they wouldn’t have been noticeabledne human generation in
any period of time if people had existed then. Ehelsanges were also going on
in the past millennia. Some fluctuations of thenelie conditions can be observed
or concluded on the basis of specialist researdhatso on the basis of historical
sources. However, so far it has never been hypatteshat the reason for those
changes could have been the then human activity.

The research on climate change, similarly to otyyees of research within the
field of natural science, is particularly difficidue to the necessity of taking into
consideration the recurrence of changes and a gaetbility of the processes
occurring in nature. According to common knowledbe, researchers often come
across such opinions even published in press, @wysmanter or a cool summer
contradict the climate warming. People tend to ébrifpat annual weather obser-
vation does not tell us anything about the longitehanges. They tend to forget,
for instance, extraordinarily warm January twoloee years earlier or a sequence
of years with significantly higher temperaturessait is neglected that actually
we can talk about climate changes only after kegpieasurement records for a
few dozen years, or changes in the environmentdedathroughout a few dozen
of years. Turbulent times in Poland in thé"2@ntury made obtaining long-term
record data very difficult and finding the phendtzd observations, which would
show the changes in the environment independemtiionan activity, is even
harder. Moreover, there are no glaciers or permsafihose melting would indi-
cate evident temperature changes. Summing upJithate changes in Poland are
discussed mostly basing on the analyses of measutatata of various meteoro-
logical parameters. In the following monographeam of researchers from the
Institute of Meteorology and Water Management (IMGW Pozna presented
the analyses of variability of precipitation, aéniperature and insolation on the
basis of the data gathered in the period betwearsyE66-2005 from 14 mea-
surement stations located in Wielkopolska regiarbsgquent chapters submitted
by teams of researchers from the universities iakw, Szczecin and Wroctaw
showed various methods of precipitation variabibiyalysis regarding climate
changes. Since meteorological droughts can be wahakesult of unfavorable
precipitation pattern, their analyses were presemeChapter 5. Quite a good
indicator of climate changes seems to be snowfallthe period of its lingering,



particularly that in most of the lowlands in Polahéd periods of frost intermingle
with thaws. This issue was addressed by teams Romma, Krakow andSlask.
The results of the research were presented in €tsaptand 7. It is impossible to
speak of climate changes without mentioning theharge of energy and mass
between the surface and the atmosphere. The rélexsearch results were ob-
tained by the team from Poznand were presented in Chapter 8. In order to con-
sider climate change in the near and distant fuitiie necessary to simulate it.
The last chapter of the following monograph wasotled to exploring the possi-
bility of applying the WRF model in climate resdarc

The present publication contains only selectedeisselated to research on
climate changes observed in Poland. However, inseat, together with other
publications on that subject, it will be a good gl@ment and extension of know-
ledge regarding the methods of investigating irftmate changes and the ob-
served results of these changes.

Dr Jacek Lesny



1. VARIABILITY OF SELECTED CLIMATIC INDICES DURING
VEGETATION PERIOD IN WIELKOPOLSKA

Przemystaw Mager, Matgorzatagpinska-Kasprzak

Institute of Meteorology and Water Management, RéBranch
ul. Dabrowskiego 174/176, 60-594 Posna
e-mail: pgw@imgw.pl

INTRODUCTION

Moderate climate is thought to generate one ofntbst favorable conditions
for agriculture. This, however, is not entirely drusince it is characterized by
periodical occurrences of phenomena that disrugitgrowth and result in lower
yields. These phenomena are: rainfall shortagesirmgqudrought or rainfall sur-
pluses which induces rotting process, developmémtant diseases and pests;
low winter temperatures combined with insufficisnbw cover causing freezing
of winter crops; ground-frosts that damage plants @onsequently lower yields;
too high air temperatures in summer that disruptsjgogical processes, etc.
(Atlas of climatic... 2001). At the same time, climgists alarm about intensifi-
cation of extraordinary meteorological phenomend @arming processes (Cli-
mate Change... 2007, kachowski and DegirmendZ2005,Zmudzka 2009). In
the context of the observed and projected climh#age, it is necessary to moni-
tor those climate elements that are critical faic@gdtural production. The effects
of warming developing for the last two decadesemident especially in areas of
intensive agricultural production. Wielkopolska i@gis one of such areas. This
is an industrial-agricultural region with highly \adoped agriculture and high
yields. Its location, however, makes it the modhetable area to drought events
in Poland (Farat Ret al. 1994, Farat Ret al. 1995). The exceptional drought
vulnerability of this region is a result of seveaalditional natural and anthropo-
genic factors such as dominance of light soilspadtation, highly developed
drainage network, too low retention level, etc. abczaket al 2006, Kowalc-
zaket al.2007). If the observed adverse climate conditiarginue to develop, it
will be necessary to adapt agricultural productiomew environmental condi-
tions (Adapting to climate... 2007, Demidowieizal. 1999).

One of the most evident effects of climate chamge is of direct concern for
a successful agricultural production in the Wieltdsga region, is rainfall short-
age. This paper presents the analysis of seleditmate indices characterizing
water conditions for growing plants in this partRaland.
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MATERIAL AND METHODS

The study was conducted in the Wielkopolska regiectause of high com-
patibility of historical borders with the presendnainistrative borders, spatial
distribution of the analyzed indices is presentdthiwthe administrative borders
of the Wielkopolska Voivodeship.

In order to analyze spatial distribution of climatements, data collected at 14
synoptic stations (5 in Wielkopolska area and siclosest vicinity) were used.

The eight indices characterizing three climate elatsi.e. temperature, rain-
fall and sunshine duration were analyzed. Pluvidides (rainfall measurements
taken 1 m above the ground level) included:

e rainfall (mm),
* number of days with rainfall af 3 mm,
e number of days with rainfat 20 mm.
The analysis of thermal indices included (measumgsnéaken 2 m above
the ground level):
« air temperature’C),
» number of days with ground-frosk,(,<0°C),
» number of hot daysT{,,> 25°C),
« number of very hot dayg (.= 30°C).
Sunshine duration on the basis of solar radiatiprvgs also examined.

The group of pluvial indices includes number ofslayth rainfall of> 3 mm;
> 20 mm which are taken by many researchers ashitidss for estimation of
crop growing conditions in Poland. Daily rainfalf 8 mm stops atmospheric
drought (water reaches soil through fully developé&ht cover) (Kaminski and
Michalska 1999, Meteorological Dictionary 2003)dastaily rainfall of> 20 mm
has the potential to damage crops and lower thectafeness of agrotechnical
measures. The group of thermal indices includesnmvedues and the most fre-
quently used characteristics describing conditmfrteermal stress.

Data analyzed in this paper were collected in 18@885. Data series homo-
geneity was tested using MASH program (Multiply Asés of Series for Homo-
genization) (Szentimrey 1999) within the COST 73tién (Impacts of Climate
Change and Variability on European Agriculture INCAGRI (www.cost.734.eu).
Totals and mean values of indices were calculaieddgetation period i.e. April-
September (inclusive) for each year in 1966-200%0de Fluctuations and trend
analysis provided information on variability of thudied elements.
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Change direction and dynamics of the analyzed ¢énetements were ana-
lyzed with linear regression equation. Statistigighificance level was analyzed
with Student’s t-test at the significance levelsief 0.05 andx = 0.10.

Because the presently observed warming manifestde aurn of 1970’s and
80’s (Kedziora 2008, Keuchowski andZmudzka 2001), in order to best capture
direction and intensity level of the occurring chas, the research period was
divided in two 20-year sub-periods: 1966-85 (“coldperiod) and 1986-2005
(“warmer” period —i.e. currently observed warmprgcess).

Fluctuations are defined here as changes thatramaterized by successive
tendencies of relatively low and then relativelygthivalues of time series
(Kozuchowski 1985). They were analyzed with the moviagrage method.
The method of moving average used to characterigé-year changes of climat-
ic elements is superior to the often used methoggfession analysis in that it
does not impose a presumed function that approgsnidie actual run of the ex-
amined variable. The result of moving average nektisoonly “smoothing” of
fluctuations in period shorter than the corresppgdset of the averaged data.
The sets of agrometeorological indices were andlyvigh 15-year moving aver-
ages, which were then examined for deviations ftben40-year average. These
deviations provide principal characteristics of i@aility of the examined va-
riables for the period of 1966-2005. The decisionwbrk on 15-year averages
was dictated by the fact, that the analyzed dati@ssevere to indicate, if any,
main direction of the occurring changes while igngrshort term variability, and
also because the series themselves were relashelst — only 40-year period.
Based on the test results, 15-year period of aumgagas adopted.

In case of each analyzed element, attention wastpatihe period of occur-
rence of the highest and the lowest value of thgels average at each station.
Statistical significance of differences between #x¢reme average values was
analyzed using Student's t-test at the significéee ofa = 0.10 and 0.05.

RESULTS
Pluvial indices

The analysis of rainfall totals in Wielkopolska ealed statistically insignifi-
cant trend, both rising and declining, during thieole 1966-2005 period and in
both subperiods. In 20-year periods, changes digxeeed 5 mm/10 yrs. In both,
the 40-year period and two subperiods, majoritthefanalyzed area was charac-
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terized by a negative trend of rainfall totals.cise of the 40-year period, this
tendency was most evident with the value of ovemb@10 yrs (Fig. 1). Only in
the south to Wielkopolska, at Wroclaw station, tlid statistically significant at
the level ofa = 0.05 downward trend of rainfall occur.

Change trends of the number of days with rainfalb& mm and> 20 mm
were also statistically insignificant (Tab. 1).dase of the number of days with
rainfall of >3 mm, the trend changed direction in the 20-yeanops, while
the trend of the number of days witl20 mm rainfall was negative and persisted
in the east and south parts of the region.
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Fig. 1. Spatial distribution of linear trend coefficierftrainfall totals in 1966-2005 (mm/10years)

Fluctuation analysis with moving averages indicaddterent run of rainfall
totals variability at each station. The majoritystdtions (2/3 of all stations) regis-
tered high precipitation during vegetation periodh& beginning of the first 20-
year period, either in the middle or by the endhaef second 20-year period. In
this group of stations, the minimum rainfall valwesre registered at the turn of
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the first and the second 20-year period. Regaraieti®e rainfall tendency during
the 40-year period, the majority of stations notevnward trend of rainfall
change in the last few years of the second 20{ye@nd.

Table 1. Direction and statistical significance of changtamalyzed climate parameters

Coefficient of regression equation

1966-2005 1966-1985 1986-2005
Parameter Level of statistical Level of statistical Level of statistical
Trend Lo Trend Lo Trend L
direction significance direction significance direction significance
0,10 0,05 0,10 0,05 0,10 0,05
Rainfall
-4 -4 -+
total
Number of days
e - () -+
> 3mm
Number of days
e - ) -+
> 20 mm
Mean air
+ - +
temperature
Number of days
+ +
Tmin <0°C
Number of days
+ +
Tia > 25°C
Number of days
Y (@) +
Tma > 30°C
Sunshine
) + + +
duration

Statistically insignificant trend.

Trend statistically significant at the level @.ih some stations.
TN Trend statistically significant at the level 0.1

Trend statistically significant at the level B.i& some stations.
Trend statistically significant at the level 5.0

Trend direction:

"+ or " Same trend for the entire analyzeda.
"(+)" Positive trend for less than a half of #realyzed area.
"(-n" Negative trend for small parts of theatyzed area.

The differences between the maximum and minimumegbf 15-year average
were statistically significant at the= 0.05 level at 1/3 of all stations (south-east
part of the analyzed area), and atdhe0.10 level at almost all other stations.

Trend of the number of days with given range afifidl totals also showed to
have different directions throughout the analyz@d/dar period. As in the case of
rainfall total variability, the high numbers of dawith rainfall occurred at
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the beginning or in the middle of the first 20-y@ariod, and the minimum num-
bers of days with precipitation were registeredallguat the beginning of the
second 20-year period (Fig. 2).
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Fig. 2. Number of days with precipitation 3 mm fluctuations in 1966-2005. Kalisz synoptia-st
tion. 15-year average 1966-1980 is shown by 198@iba etc.

In the last few years of 1986-2005 period, decredsthe number of days
with rainfall of > 3 mm became visible, and the increase of days prilipita-
tion of > 20 mm that characterized this period, ceasededntiilhe differences
between the maximum and the minimum 15-year averagéhe number of days
with precipitation showed lower statistical siga#fnce than differences of rainfall
totals (they were statistically significant at tleeel of o = 0.05 in case of only
one station, while the number of stations with skegtistically significant differ-
ences at the level af = 0.10 oscillated between 2/3 (the number of dayk
>3 mm rainfall) and 1/3 (the number of days vitBO mm rainfall).

Thermal indices

Trend analysis of mean air temperature allowedeterthine change trend of
this climate indicator. The first 20-year periodsagharacterized by a statistically
insignificant drop of air temperature in the entirgalyzed area. It was most visi-
ble in the north-west part of the region (over°G/a0 yrs). The second 20-year
period was characterized by a statistically sigaifit ¢ = 0.05) temperature in-
crease which was the strongest in the west, ceatrdleast parts of the region
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(over 0.7C/10 yrs) (Fig. 3). The upward trend in the secsnbiperiod was so
strong that the trend of mean air temperatureHerentire 1966-2005 period was
also increasing and statistically significant a thvel ofa = 0.05 at almost all
stations. The highest increase was registeredeirsdlth of the region (with the
increase of over 0.36/10 y).
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Fig. 3. Spatial distribution of linear trend coefficient ofiean air temperature in 19@60:
(°C/10years)

Direction of changes of mean air temperature isecedd in changes of
the number of days with specific thermal charastiexi During the first subperiod
(1966-85), there was statistically insignificanoplrof the number of hot and very
hot days, while in the second subperiod (1986-2a0Bje was an increase of
the number of such days including statisticallyngigant increase of the number
of hot days at some stations. As in the case ohragatemperature, the increase
of the number of hot and very hot days in the sdcsubperiod was so evident
that the 40-year trend was also increasing. Instheh part of the region and its
surrounding area, the statistical significancehes trend was. = 0.10 (in case of
the number of hot days it was= 0.05 at some stations).
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The trend of the number of days with ground-frossvess dynamic. It was
statistically insignificant in both 20-year periodsth both increasing and de-
creasing changes in the entire analyzed area. 36@-2005 period was characte-
rized by a drop of the number of days with grourast, statistically significant at
four stations located in the south-west part ofahalyzed area (Tab. 1).

The run of mean air temperature trend and the numbéot and very hot
days analyzed with moving averages indicated verylar variability of these
indices in 1966-2005. The first 20-year period wharacterized by a very small
decrease (in case of the number of days with dpdbiérmal characteristic — at
first increase and then drop — Fig. 4), and sigaiit increase of moving averages
of these indices in the second 20-year period. riili@mum values of moving
averages occurred in the last three years of twnslesubperiod, while in the case
of mean air temperatures, 15-year averages ofigfnest values ended in 2005 at
all stations.

Differences between the maximum and minimum vabfeks-year averages
were statistically significant at the level @f= 0.05 at all stations (with one ex-
ception in case of hot days and three exceptionase of very hot days).
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Fig. 4. Number of days with > 25°C fluctuations in 1966-2005. Poznaynoptic station.
15-year average 1966-1980 is shown by 1980 baetmd

The run of the number of days with ground-frost \as similar at all sta-
tions. The maxima of moving averages occurred atéginning of the first 20-
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year period, and the minima at different timeshie second 20-year period. Dif-
ferences between the maximum and minimum valud$gfear moving averages
were statistically significant at the level @f= 0.05 at half of the stations, and at
the level ofa = 0.10 at almost all other stations.

Sunshine duration

During the first 20-year period, change trendswfskine duration were cha-
racterized by different directions and were stighidly insignificant. Decreasing
tendency was most visible in the south-west anthrfdnges of the analyzed area
(over 50 h/10 years) while small increases of tetaishine duration were noted
in the center and south west. In the second 20p&@od the increase of sunshine
hours was registered in the entire region and watisscally significant at the
level of a = 0.05 in north-west and north. Analysis of daiathe entire 40-year
period also indicated statistically significant= 0.05) upward trend of sunshine du-
ration totals in the belt spreading from south-emebrth-west of the region (Fig. 5).
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Fluctuation analysis confirmed a decrease of sueshiuration totals in
the first 20-year period at almost ¥z of the statiand considerable increase in
the second subperiod. All other stations registénetease of sunshine duration
totals already during the first subperiod (seeetkeemple below: Fig. 6).

Minimum values in the run of moving averages ocediin the first subperiod,
and maxima by the end of the second 20-year peltioday be emphasized that
the differences between the maximum and the minimafoes of the 15-year
averages were statistically significant at the lledxfeo. = 0.05 at 90% of all sta-
tions, and at the level ef= 0.10 at the remaining stations.

1400 + + 120
1350 +
y =5.0137x +1149.3 1
1300 + 80
1250 +
R?=0.9321 = g : - 40
1200 + - '3
< 1150 f L0 <
1100 F
1050 40
1000 ~ | g0
950 +:
900 £ -120
1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 2002 2004
15-year moving averages e moving averagesdeviation from 40-year average e regression line

Fig. 6. Sunshine duration fluctuations in 1966-2005. Kalkynoptic station. 15-year average
1966-1980 is shown by 1980 bar and etc.

DISCUSSION

The analysis of results presented here confirmeddsults of other research-
ers regarding directions of changes of principabpeters of present climate in
Poland. All emphasize the existence of a trend ofgmssing warming
(Kozuchowski andzmudzka 2001, Mageet al. 2009a), increasing sunshine dura-
tion (Kepinska-Kasprzalet al 2008), and statistically insignificant changes of
precipitation totals in different directions (Magetr al 2009a,Zmudzka 2002).
Directions of changes discussed byzKchowski andZmudzka (2001) and
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Zmudzka (2002) in the period ending in 2000 continaedevelop also in
the following years (see the results presentetigngaper).

The impact on agriculture in the Wielkopolska regiand the entire area of
Poland, of the changes of climate elements obsarvéiie last years is difficult
to be determined as either definitely positive egative. The impact varies de-
pending on the analyzed climate element, its chargetion and the area where
the change is observed. In case of Wielkopolskaerg important factor is the
amount of water that is accessible to plants duviegetation period and, there-
fore, determines total yield. The amount of avddalater is, simplifying, the
difference between precipitation total and runaffnbined with evaporation total.

Change trends of all pluvial indices, i.e. watgnit) were not homogenous in
the entire area — in case of each parameter irgtbigp, there were upward and
downward trends in different parts of the area \tliga dominance of a decreasing
tendency. The observed changes were not statigtis@gnificant. Because of
the general characteristic of precipitation vatighiit may be assumed that
the observed changes of pluvial indices reflectsihgation within a given period
rather than represent permanent changes.

Air temperature and sunshine duration increasesrobd for over two decades
influenced the evaporation rates. This parameser sthowed growing tendency of
statistical significance throughout the entire \Kbglolska region after 1985
(Kepinska-Kasprzak and Mager 2010, Mageal 2009a, Mageet al 2009b). The
observed increase of evaporation coupled with mifsgnt changes of precipitation
totals led to a decrease of available water dwraggetation period.

The increase of air temperature and smaller numbledays with ground-
frost during vegetation period combined with longainshine durations is
a positive factor that opens possibility to introdiplants that require higher tem-
peratures. Example of this is the increase of af@aaize for seed production.

Changes of the indices that determine conditiongrfops may have multidi-
rectional character. According to IPCC projecti¢8timate Change... 2007), the
probability that the presently observed climatientts will continue for a long
time is very high. Since these changes concernadll$le elements that influence
the amount of water available to plants, it is @segy to stress and to raise
awareness of decision makers and all stakeholdeisetpossibility of deteriora-
tion of water conditions for agricultural needdarge areas of central Poland.
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CONCLUSION

Wielkopolska is one of the regions that are mostenable to water shortages
in Poland. The presently observed warming, dueatmeng others- statistically
significant air temperature and sunshine duratimmeiase with small changes in
rainfall totals, causes higher water evaporatidms Pprocess results in declining
water resources available to plants during vegetadeason. Water shortage oc-
currences can significantly contribute to cropuial Long term climate forecasts
indicate that the adverse change trends of sommatdi elements may continue
for a longer period of time. This fact should foemministration and government
into taking adaptive actions that would securehierrtdevelopment of agriculture
in these changing conditions.
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INTRODUCTION
Contemporary trends of air temperatur e and precipitation

According to a recent report published by the gaeernmental Panel on Cli-
mate Change (IPCC, 2007) the average global apasature grew by approximately
0.7°C during 1906-2005. The highest rates of increame wbhserved from 1976 on-
wards. In the light of research into the contemgochmate change in Europe (Klein
Tank et al. 2002) the recent air temperature growth is indesglrecedented. It is
particularly strong in Western and Central Euragleere the growth rate was found
to exceed 0% per 10 years (Fig. 1). During the last ten yeiwes,warming trend
involved average annual temperatures higher tharlathg-term averages, e.g. in
Krakow where the average temperatures of°Clr@corded in 2000 and 2008 were
higher than in any other year since 1792 whenunstnt-based measurements began
in the city (Fig. 2). Also notable were extremeigthair temperatures recorded in the
summer seasons of 2003, 2006 and 2007 (Twardo8aR00

TG: Mean d daily mean temperature
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Fig. 1. Trends of mean annual temperature, 1976-2007 ¢gsowww.knmi.nl)

U The paper was produced with support from the rebgaroject No. N N306 119936 funded by the
Ministry of Science and Higher Education.
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Fig. 2. Long-term variation in mean annual temperaturkrakow, 1792-2008 (source: Own study
based on data from the Climatology Department ofitggellonian University)

Temperature is what comes to mind first when takaibout contemporary
climate change. Indeed, air temperature has followestatistically significant
trend to increase, both on the annual and seasoald. However, no such clear-
cut trends are found in precipitation. ZK@howski (2004) aptly noted that there
were irregular fluctuations and shifting zones mqipitation surplus and deficit,
rather than consistent trends, as illustrated bystitular variation in annual pre-
cipitation in Krakow (Fig. 3). This particular anery important climate compo-
nent is characterised by a great deal of tempa@lispatial variability that com-
plicates any attempts at linking it with global wang. Bradleyet al. (1987)
notes that scenarios derived from global circutatieodels (GCM) carry a much
greater error margin in the case of precipitatibange than in the case of air
temperature change.

The IPCC Report (IPCC 2007) finds that the globahd in mean annual land
precipitation over the period from 1900 to 2005tatistically insignificant. Also
the latest research into long-term precipitatioange at the annual and monthly
scales in Central Europe revealed no statisticatipificant change (Nieaviedz
et al. 2009). All weather stations of the region haveerdly recorded a clear-cut
reduction in precipitation after a series of vergtwears in the 1990s and at the
beginning of the Z0century.
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Fig. 3. Long-term variation in mean annual precipitatiotats in Krakow, 1812-2008 (source: Own
study based on data from the Climatology Departroétite Jagiellonian University)

In Poland an observed increase in air temperataseagcompanied by a trend
to a decline in annual precipitation in lowlandaméKauchowski andZmudzka
2003) and mild winter seasons (Kossowska-Cezak)2@0fbrecast based on the
HadCM2 GS model envisages an approximately 30%ease in precipitation as
the region’s temperatures increase fa@howski 2004). However, Kkachowski
(2004) himself warned that the precipitation scenearries a great deal of uncer-
tainty.

Precipitation characteristics and measuresfor their determination

Most research into the change and variability efcjitation solely considers
precipitation totals. Indeed, this is the paraméhet is most readily available,
because most measurements, such as those witlomletars, only record the
amount of water collected over a certain periodirae (normally a 24 hour pe-
riod). Other precipitation characteristics, suchtlas frequency of occurrence,
intensity and type of precipitation, rarely fincdethway into published research.

Climatological research seldom involves the breakdmf precipitation by
form (i.e. solid or liquid) and type (front-relatedonvective and other types).
Indeed, coding of precipitation type requires pednformation about meteoro-
logical phenomena, which is only available frommnddhe-clock visual observa-
tion, which is rare. For this reason few weathatiahs offer long-term series of
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data on the form and type of precipitation. Snoldald thunderstorm precipita-
tion is particularly significant in the study of tnee, climate and hydrology.
Given the right conditions, solid-state precipitatiresults in snow cover, which
acts as a form of natural water retention (Koss@Skzak and Bajkiewicz-Gra-
bowska 2008). Snow cover is linked to various damge phenomena, including
rapid thawing that can cause violent floods affectiarge areas. There is also
a practical benefit associated with investigatiorte the changing form of pre-
cipitation in winter, because it has important @ngences for human activities.
Snowfall, especially when intense, can cause a weidge of inconveniences that
are particularly troublesome in urban areas andréad and air traffic. Thick
snow cover is known to cause building failure. Ire@ent Polish example the roof
of the Katowice International Fair building cavedadn 28 January 2006 due to
a thick cover of snow and ice, killing 65 and imjgr 170, including 13 foreign-
ers. Thunderstorm precipitation tends to causaipliems in communications and
transport in summer. Overfilled storm drainage exyst cannot cope with the
runoff water and low-lying areas become floodede Timancial cost of such
events tends to be high and there are cases idShereported at billions of dol-
lars (Changnon 2001).

Thunderstorm precipitation is a result of strongwaztion in the lower parts
of the atmosphere and tends to be short, but carebheintensive. The Polish
climate is prone to the occurrence of isolated ipi&tion events of extremely
high intensity, such as in Krakow on 9 Septemb&31@®hen nearly 100 mm of
water fell within one hour, an equivalent of 14%loé mean long-term precipita-
tion recorded in that city (Twardosz 2009b). Tlyiset of short and intense down-
pour falling on a limited area can cause a rap@ease in runoff and serious
flood hazards. Both snowfall and thunderstorm miéaion have a great impact
on the amount and timing of runoff, as well as @rapion, and therefore consti-
tute important factors in the development of flo@dsl the proportions of the
components in the water balance.

The form of precipitation can also be classifiedimindirect way. It involves
an empirical relationship between the form of gogation observed and the tem-
perature in the lower atmosphere (Kupczyk 1997)s Butomatic classification
is, however, marred by several deficiencies. Indd€@abczyk (1997) herself
stated that during intermediate seasons, espeamhyoderate latitudes, there is
much fluctuation in air temperature and in the ¢timals required for the forma-
tion of precipitation over the 24 hour period. Figd provides a good illustration
of this pattern with snowfall being dependent om &lverage daily temperature in
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Krakow. Snowfall is recorded across a broad rarigeverage daily air tempera-
tures, i.e. from —19.2°C to +12.1°C. Only isoladedwfall events were associated
with either temperature limit, but nearly 47% oé ttotal snow fell within a nar-
row band of -5 to 0°C, and 76% fell at temperatfires -5 to +5°C. This also
means that a considerable proportion, 24%, of tioevdell outside of that latter
range. Intensive snowfall, defined as events withisimum of 10 mm of snow,
occurred in a narrower range of average daily teatpees of —9.7 to 3.1°C.

Nearly 74% of days with events of this intensitgamled average temperatures
ranging from -2 to 2°C.
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Fig. 4. Snowfall (mm) dependence on daily mean air tentpegg®C), Krakow, 1958-2008

Resear ch hypotheses

The current period of global warming, which hasrbebserved for more than
the last ten years, provokes a question as to wh#tk increasing air temperature
has not been accompanied by any changes in theeiney and volume of snow-
fall and of thunderstorm rainfall. In answeringstlyjuestion the author focuses
mainly on finding dependencies between various atttaristics of precipitation
and air temperature. These relationships are notwedl understood or docu-
mented, asserts Dawsal. (1999).

It seems correct to assume that as air temperatcireases significantly, the
frequency of snowfall should diminish to be repthd®y liquid precipitation in
wintertime and that convective precipitation shobkicome more frequent in
summer. This might sound like very straightforweedearch hypotheses to make,
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but precipitation, regardless of its form or typlepends on more than just air
temperature. Among the numerous factors shapingjgtation the most impor-
tant are water vapour concentration and local damations, such as various
ground effects. Additionally, as was aptly pointed by Ye (2008), the complex-
ity of the climate system and feedbacks that liiskviarious components make
understanding the relationship between precipitatype and frequency difficult,
especially at high latitudes where the air tempeeadbf the cool seasons often
drops below freezing point.

Many climatologists have highlighted the point teabwfall and snow cover
constitute important components of the climatictesys that are sensitive to
change (Hantedt al. 2000). Hanteét al. (2000) found that a°C increase of tem-
perature can reduce the snow cover duration inAtltrian Alps by approxi-
mately four weeks. This makes snow a good indic&orthe monitoring of
global changes (Namias 1985, Dobrowolny 1993, Jaat@O7, Huntington
Hodgkins 2004). Research into the change of thmsholen precipitation offers a
way to verify a hypothesis often quoted in climagital literature predicting a
growing frequency of intensive precipitation andiacrease in precipitation in
the temperate zone. Also both snowfall and thundersprecipitation are impor-
tant components in the water circulation cycle (@men 2001). Thus the bene-
fits of research into the form and type of precifiitn also include their impact on
the hydrological cycle, as well as involvement imate change. Potential advan-
tages or disadvantages of the forecast growthegfipitation in Poland under the
influence of climatic warming will depend on thérm and intensity. A similar
question was posed by Ye (2008) in relation toftliecast precipitation changes
in the high latitudes.

RELATIONSHIPS BETWEEN PRECIPITATION AND AIR TEMPERPURE
IN KRAKOW

Sour ce material and methodology

The objective of the study was pursued and vetiioeof the hypothesis was
approached using the long-term records of dailycipiation in Krakow. The
main series covered 51 years of observations tagemeen 1958 and 2008 at the
weather station situated at 206 m a.s.l. in tharbotgardens in the city centre.
The complete record of the weather station is ngregater, but although these
include visual observations of atmospheric phen@nsuach as the form and type
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of precipitation, which started in 1792, and instamt-based measurements,
available since 1849, this data still requiresfieaiion. Records of the form and
type of precipitation at weather stations in motietatitudes are difficult to ob-
tain. The largest body of research into the chandgeequency of snowfall over
time is available for mountains, i.e. where mosthaf precipitation is solid-state
(e.g. Farland, Hanssen-Bauer 2003, Przybylak 2002).

This study uses daily precipitation totals and itetd their form and type de-
rived from information noted about the phenomen&iwaccompanied precipita-
tion. With this input it was possible to determihe number of days with snow-
fall and the number of days with thunderstorm gi&iion, as well as the sum of
the total precipitation on these days, broken doymonth. Relationships were
sought between the monthly precipitation totals average air temperature using
linear regression. With regards to snowfall thelysia was carried out separately
for the winter months (December-February) and lierwinter season as a whole.
The investigation of thunderstorm precipitation Wwasted to the summer season
(June-August) because of their low frequency ofuo@mnce. Other parameters
examined in the study included trends of changaritemperature and precipita-
tion characteristics, including their statisticajrsficance, which were studied in
relation to the period 1958-2008.

Snowfall

In Krakow snowfall accounts for only 19% of theadlodays with precipitation
per year and about 50% in winter. The snowiest hioate January and February,
when more than half of all precipitation days wassociated with snowfall, and
December lagged somewhat behind (Twardosz 2007jin@puhe remaining
months of the cool half of the year, there werddkstly fewer days with snowfall
and they varied wildly from year to year (Fig. Bhe overall period when there is
a potential for snowfall is relatively long and suinom the second decade of Oc-
tober to the second decade of May.

Figure 6 illustrates the relationship between sadivtbtals and snowfall days
in Krakow and the average air temperature in wiatet over the winter months.
Both characteristics of solid precipitation aredrsely correlated with air tem-
perature, which means that as temperature incressesmowfall frequency and
volume drop. A IC increase in the average temperature in winteesponded to
a 3.5 day drop in snowfall days and a 6.1 mm dnognowfall total. The strongest
statistical relationships of snowfall days and l®taere obtained for the winter
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season and the weakest for February. The impaat ¢émperature on precipita-
tion is much stronger with regard to snowfall fregay than to volume. In winter,
air temperature variability explained 54% of theiaace of days with solid pre-
cipitation, but only 35% of the variance of snowtatals.

Days

Fig. 5. Occurrence of days with snowfall, Krakow, 1958-200

Research by other authors, including Dasgisal. (1999) and Karlet al.
(1993), shows that the correlation of snowfall lmt@nd air temperature may be
either positive or negative. The two studies aagetthat it is the location of the
weather station, especially in terms of latitudel attitude, that decides which
way the correlation goes and determines the rahgwayage monthly tempera-
tures. At stations where the average monthly anptrature is relatively high the
correlation is negative and vice-versa. This pattstems from the Clausius-
Clapeyron formula that defines the conditions oftewavapour condensation.
Warmer air holds more water vapour and there isensoowfall both in terms of
volume, as demonstrated by Ye (2008), and frequency

Over the period studied of 1978-2008, the averaiggewime temperature in
Krakow showed a trend towards an increase at af&tefC per 10 years (Fig. 7).
However the great range of temperature fluctuati@ans that this trend only has
a level of statistical significance pf= 0.10 and does not reach a level of statistic-
al significance ofp = 0.05.The lack of a significant trend in temperatcorre-
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sponds to a lack of trend in precipitation, whetimeterms of overall or snowfall
totals (Fig. 8), or the number of days with anycipitation and with snowfall
(Fig. 9) in wintertime. Solid-state precipitatioa a proportion of overall precipi-
tation follows a declining trend in the winter seagFig. 10), but it is insignifi-
cant at 0.05, just like the situation with temperat
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Other researchers have also found that snowfaltitrén different areas var-
ied in strength and vector, and did not always hestatistically significant levels
(Ke et al. 2009, Laternser and Schneebeli 2003).

Thunder storm precipitation

In Krakow thunderstorm precipitation accounts f@&.4P6 of precipitation
days and is observed in all seasons with the higheislence in the warm months
(Fig. 11). In July, thunderstorms are recorded 6% Df days with precipitation
and thunderstorm-related precipitation account$686 of the month’s total pre-
cipitation.

In summer, there is a negative, albeit statisjicaisignificant, correlation be-
tween thunderstorm precipitation total and the@®asaverage temperature (Fig. 12)
and there is no correlation between temperaturett@ndumber of thunderstorm
precipitation days. Only 2% of the variance of tdtainderstorm precipitation
can be explained by variation in summertime tentpeea which only attests to
the scale of the variability of that precipitatiofhis shows that contrary to all
appearances, there is no simple relationship betwaenderstorm precipitation
and temperature. While convection increases asdmnpe grows, this does not
translate into a greater frequency and output ohdlerstorm precipitation. This
may be attributable to the fact that, in the Potikimate, the hottest summers are
also the driest ones and dryness obviously doedanour the development of
thunderstorms. Although the statistical depend@figegecipitation on temperature
is insignificant,Figure 12 shows that the highest thunderstormsiotaiceeding 200
mm, are confined to a narrow average temperature 6&17-18C. As temperature
increases beyond that range, and especially ab@i@ the air humidity drops
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which results in a decline in both the frequencgt goantity of thunderstorm pre-
cipitation. In addition to temperature, the concatiin of water vapour is an im-
portant factor in the development of high-intensltynderstorm precipitation. In
Poland the greatest precipitation totals are rexbmuring frontal thunderstorms
(Twardosz 2009b) which occur most frequently irlagic circulation arriving
from west and north-west. The greatest negativenaties of air temperature occur
in summer associated with these circulation typsdzwiedz 1981).
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During the study period, the average summer tenyperdollowed a statisti-
cally significant trend to an increase at the @t®.3C per 10 years (Fig. 13).
This temperature increase was particularly rapidnduthe last 20 years. It was
accompanied by a decline in summertime precipitadiothe rate of 17.5 mm per
10 years, which was significant at 0.05 (Fig. 14).

21
y=003x+17.0 R*=0.26
. |
£ 19 A /\
[+}]
§.0A N o A ATA
E 18 7 \/
Q
SRRy viVAVAYA
517 Y VA A
2 \ VIV
16
-}5 A - - - ™ -
1958 1968 1978 1988 1998 2008

Years

Fig. 13. Variation of mean air temperature in summer, Krakb958-2008
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In his study focusing on the city of tadozuchowski (2004) found that the
precipitation totals in the summer months showegigaificant correlation with
average air temperature. The correlation was negatihich means that as tem-
perature increased precipitation dropped. Thiepativas also found to be true in
Krakow. During the study period, thunderstorm ppéation totals were falling at
the rate of 6.3 mm per 10 years, but the trend msignificant, which is also
confirmed by other research (Bielec-Bakowska anpikasza 2009). Ultimately
then one cannot define the influence of air tempiegaon summer precipitation
with a simple linear relationship. In general ittise, however, that with higher
temperatures the climate becomes drier and becdilkis the amount of precipi-
tation declines.

CONCLUSIONS

1. The investigation of the form and type of precijita has great importance
for the study of contemporary climate change, dbasdfor many practical reasons.

2. This paper has shown that air temperature hasflaemee on the frequency
and quantity of precipitation and that the influens stronger in winter than in
summer. The study has also demonstrated that flherioe is a complex one and
that it also depends on other factors, especiallhe concentration of water vapour
in the air.

3. There is a generally negative correlation betweawmwtall and thunder-
storm precipitation and air temperature. The dtedily strongest relationships
between precipitation and temperature were founihénfrequency of precipita-
tion in winter. They were weaker, albeit still sifigant, in the case of precipita-
tion totals. Although statistical relationships weén thunderstorm precipitation
and temperature are clearly weaker, a considedable in thunderstorm precipi-
tation totals and frequency is visible as tempeeatacreases, which is attribut-
able to decreasing humidity.

4. If the upward trend of air temperature continué¢should be expected
that southern Poland will receive less snowfall asda result less water. There
will probably also be less thunderstorm precipitatiwhile an intensification of
convection may lead to the development of othegdesus phenomena, such as
tornados, which have already been observed.

5. Further study of long-term precipitation trendséxessary concerning the
relationship of form and type to thermal changengdonger time-series, which
should at least show secular variation. Researcth@rchange and variability of
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precipitation should also include consideratioratmhospheric circulation, as this
not only determines the thermal conditions, bub & humidity of air masses.
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INTRODUCTION

Precipitation is one of the most important parargetof the hydrological
cycle. It is also very variable. These two chanasties generate high scientific
interest. Meteorologists, climatologists and adtigalists endeavor to study cha-
racteristics of precipitation.

The main aim of this study is the analysis of ahmraaability of precipitation
totals and rainfall frequencies expressed as th@auof days with precipitation on
weather stations representative for the Polishi@&¢a coast. Characteristic fea-
tures of the coastal zone that differ it from thaigh interior were considered in
particular in this study. Also the influence of iadnle circulation conditions on pre-
cipitation was considered. Both temporal and spdifeerentiation of rainfall hin-
dered the search for patterns in the variabilityrses.

Seasonal variability of precipitation on the Pol&hltic Sea coast have been
addressed by several studies. Ones of the first arege papers characterised
precipitation patterns in particular seaside progs) or one-time Szczecin Prov-
ince (Kaminski at al. 1977), Koszalin (Kéminski at al. 1982), Stupsk
(Kozminski at al. 1986) and Gdesk one (Kaminski at al. 1986). The next im-
portant study focused on yearly variability of pp#ation in the north-western
part of Poland was the Ewert's paper (1984). A lyeaourse of precipitation
totals in the west part of the coastal zone wesdyand by Fortuniak (1996) and
Kozminski, Michalska and Czarnecka (2007). In turn valitgbof pluvial condi-
tions in the area of on the west seaside wereridescby Mkgtus and Filipiak
(2002) and Malinowska and Filipiak (2002). The yeapurses of precipitation’s
frequency and totals with special regard to prégijgin> 10mm were analyzed
by Kirschenstein, too (2004). The important papes\also the study of Nius
with contributors (2005). That work presents thalgsis of pluvial conditions in
the Polish coast and the neighboring area basdbeodata collected 30 stations.
Next studies pertain the subject discussed in theegmt paper were studies of
Swiatek (2003, 2009) and Girjatowicz (2008, 2009).
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MATERIAL AND METHODS

Mean daily precipitation totals from the period 429003 were studied. Data
from the following weather stations were utiliz&kczecinSwinoujscie, Koszalin,
teba, Hel, Gdynia and EHzd. Data were retrieved from published and unpubtish
materials of the Institute of Meteorology and Watamagement. Homogeneity of
data series was determined by means of SNHT (Sthridarmal Homogenity
Test) (Alexanderson 1986). Monthly precipitatiotate for Gdynia and teba were
found to be inhomogeneous, therefore proper coorectvere calculated.

Monthly values of precipitation totals and numbefslays with precipitation
were presented in a relative form — as percentagesrresponding annual values.
The reason for such form of data presentation Wwasuheven number of days in
particular months. Annual courses of daily preeipiin totals were smoothed by
moving averages. To obtain this, irregularity indexs calculated as the average
deviation of monthly precipitation totals. Pluviebntinentality can also be de-
scribed by semi-period of precipitation. Precipitatsemi-period is a ratio of the
number of days from the 1st of April to the daywamich the current precipitation
total equals half of the annual precipitation totalthe half of humber of days in
a year treated as 365,25 days. A value of pretgitaemi-period equal to 100%
indicates about the same precipitation totals it kearm and cold half-years. The
lower the value of the index the greater is thergdence of precipitation during the
warm half-year, and consequently the higher theegtegf continentality.

Due to the high dependence of precipitation on spneric circulation, its varia-
bility was related to the intensity of zonal airssaadvection through determination
of annual courses of precipitation sum variabitityhe so-called circulation epochs.

RESULTS

The highest precipitation sums at the studiedastatoccur in July (except for
Swinouijscie and teba). It is typical for Poland (MrugateD2{), but over the Bal-
tic Sea maximum precipitation is observed in Augysteier 2006). In
Swinoujscie precipitation is the highest in June (Fig. J)d in Lteba it is the
highest in September (Fig. 1d). Precipitation ®tafe the lowest in February
(Szczecin, Swinoujscie, Koszalin and Gdynia) or in March (Leba, Heldan
Elblag). Low precipitation sums in March are causedh®y rnaximal number of
unfrontal days in Poland in this month (Parczewi$®5), in connection to the
equal temperatures of moderate latitudes of thantit Ocean and Europe. The
absence of thermal differences blocks the wesiemasses advection.
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The highest number of days with precipitation oscusually in November
(in Szczecin in December). This is associated siitbhnger cyclonic activity over
the Baltic Sea in this period (Mus 1998). Besides, November and December are
the months of the annual maximum activity of theldadic Low. The fewest wet
days occur in May, which is caused by very low poes gradient over Europe
(Schénwiese and Rapp 1997), high pressure in théh&am Baltic region and the
minimum of the annual course of the Icelandic Lativéty. The lowest number
of days with precipitation in Szczecin occurs in yMand in August. In
Swinouijscie, Koszalin, Hel and Elbd it's observed in May. In teba the number
of wet days is the lowest in May and March, an@ualynia in March and April.
At studied stations (except for Szczecin and dgéildituated further from the sea
than other stations) precipitation totals in Novembre higher than 1/12 of the
average annual total, which is characteristic favigl conditions of the seacoast,
but not typical for the climate of Poland (Mrug@201) and most of Europe, with
the exception of the Mediterranean and Atlantidiata (Karagiannidist al
2008, Groismaret al. 1999).

Annual courses of mean monthly precipitation totatsl the frequency of
days with precipitation demonstrate clearly asyaohus variability (especially
in Szczecin). It is caused by longer time of prgatfpn continuance in the cold
part of a year than in the warm one (Madany 19%@artlosz 2005), combined
with many lows and frontal activities. In summaeainfall is heavier because of
convection processes, but its duration, frequendycnsequently number of wet
days are lesser.

Summer precipitation totals equal as much as 150%ewinter values in
Swinoujscie, and up to 200% in Gdynia and Rlpl(Fig. 2). The dominance of
summer precipitation over winter one increases tdwhe east. The reason for
this is the increase of distance from the Atla@imean and consequently the in-
crease in the degree of pluvial continentality. Dheious prevalence of autumn
precipitation over the spring values (rainfall in autumn is heavier and much
more frequent than in a spring) is caused by tfiaeénce of the Baltic Sea on
pluvial conditions at the studied stations (Figsadd 3.). Higher temperature of
the sea and air masses over it than over the md the appearance of rainfall,
especially in the narrow belt of the coast (Ewé&g4).

Differences between precipitation totals in a sumared a winter (Fig. 2.)
show the most distinct seasonal variability of fainn Elblag. The greatest pre-
valence of autumn precipitation totals over spriatues is observed in Leba. It is
associated with the more continental charactetwfig conditions in Elblg and
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more oceanic features of precipitation in tebacamparison to other stations
located in the coastal zone. Other indices were a¢®d to obtain a more com-
prehensive understanding of the pluvial continéytaDne of them is the irregu-
larity index presented in Figure 4.
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Fig. 2. The comparison of mean precipitation Fig. 3. The comparison of mean precipitation
totals in a summer and in a winter totals in an autumn and in a spring
All measurements in millimeters All measurements in millimeters

60% -
40% -

20% -

M prec. 2 0,21mm B prec. 2 10mm

Fig. 4. Irregularity index calculated for monthly predation sums> 0,1 mm per day and 10 mm
per day (heavy precipitation)

The most regular monthly precipitation totals actéed in Swinouijscie. The
value of irregularity index for this station is ore the lowest in Poland
(Kozuchowski and Wibig 1988). It is caused by bothAlantic Ocean and Bal-
tic Sea influences. The highest value of the ingi@ong coastal stations was ob-
tained for Elbdg. Irregularity of heavy precipitation is signifitdy (two or three
times) higher.
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Pluvial continentality can also be expressed bynsed semi-period of pre-
cipitation (Fig. 5).
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Fig. 5. Semi-period of precipitation

The Table 1. shows a semi-period of precipitatiormiore clear form. The
days when precipitation totals calculate from tls¢ df April reach a half of a
yearly precipitation total are presented in it.

Table 1. Dates, on which half of an annual precipitatioratdtounted from the 1st of April) is
reached at each station

Szczecin  Swinoujicie  Koszalin teba Hel Gdynia Eijg
Prec=0.1 mm 31 Vi 91X 71X 141X 71X 11X 21X
Precz 10 mm 3vil 19 Vil 18 Vil 21VIL 16VIIL 10Vl 13 VIl

At the majority of stations situated on the Polsditic Sea coast, half of the
annual precipitation total is achieved in the bagig of September (in Szczecin
on the last day of August). The semi-period is Bmip Leba, where it lasts at
least until the 15th of September. In the remairpag of Poland, the precipita-
tion semi-period is shorter. Matopolska has thetsisb semi-period — fall on the
beginning of August (Kauchowski and Wibig 1988). Similar relationships be-
tween particular stations also concern occurrentdgavy precipitation. Inten-
sive rainfall is much more concentrated in a suminence the values of precipi-
tation semi-period are lower. Specific seasonalrsmwf precipitation in teba
indicates a high degree of pluvial oceanity of station, which is caused by the
exposure of this part of the coastline for thengjfsea.
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Subsequent analyses were aimed at a more detadsdmnpation of the sea-
sonal precipitation variability. They were focusmu stations located at the oppo-
site ends of the Polish Baltic Sea codstifioujscie and Elbig), and the station
displaying very high degree of pluvial oceanity lfag.

Two maxima of precipitation totals are observe&winouijscie (Fig. 6). The
highest sums of rainfall first time appear in thttdr part of June and early part of
July and second time at the end of August andeabdéiginning of September. The
lowest values occur in the latter part of February.

The annual courses of variability in precipitatiotals shown in Figures 6. —
14. were smoothed by 30-day moving averages.

The principal difference between the annual couofgmecipitation totals in
t eba andSwinoujscie is a decrease in the first precipitation maxin(in June in
Swinoujscie and in July in teba) and an increase in thersgone (Fig. 7.). This
causes the period of precipitation concentratiopetghifted toward autumn.
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Fig. 6. Mean daily precipitation totals Bwinoujscie in succeeding days of the year
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Two maxima of precipitation totals are observedEinlag (like in Swinoujscie)
(Fig. 8.).
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Fig. 8. Mean daily precipitation totals in EHg in succeeding days of the year
Annual variability of precipitation in particular circulation conditions

The presented patterns (double maxima in the arcmake of precipitation
totals in particular) were investigated in orderd&iermine whether they are ac-
tual features of pluvial conditions or whether tlegult from differences in circu-
lation conditions over subsequent multi-annualquisi

Intervals during which definite macroforms of cilation (associated with the
zonal flow described by Zonal Index and North AtlarOscillation) prevailed
over Europe and the whole Northern Hemisphere wkassified for the period
1901-1998 by DegirmendZiet al (2000). The least intense zonal flow and the
most meridional advection simultaneously occurnexinf 1957 to 1970. A rela-
tively strong eastern flow was observed during plheiod 1971-1986. Between
the years 1987 and 1998 the strongest westernatiam prevailed. Figures 9-14
present annual courses of daily precipitation $otal particular periods called
“circulation epochs” by DegirmendZet al. (2000) irSwinoujscie and Elbig.

As indicated by above graphs, the circulation coows prevailing in the pe-
riod 1987-1998 had the strongest influence on toeiwence of two precipitation
total maxima inSwinoujscie. The occurrence of two maxima in Bliplis caused
by other factors: an increased intensity of edsterh the period 1971-1986, and
an extraordinary intensity of westerlies in theige1987-1998.
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Fig. 9. Mean daily precipitation totals iswinoujscie during the period of a reduce the intensity of
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CONCLUSIONS

1. The annual course of atmospheric precipitationhat dtations located
along the Polish Baltic Sea coast shows a strofligeimce of the Baltic Sea. Be-
cause of this, the study area differs from the irimg area of Poland with re-
spect to the following: relatively low seasonalighility of rainfall; only very
slight prevalence of warm half-year precipitatiatats over the cold half-year
values (especially in Leba); significant prevaleméeautumn precipitation over
spring one (especially in terms of number of wetsilashift of the most intense
precipitation period toward the autumn, and — cqueetly — a relatively low
degree of pluvial continentality.

2. The occurrence of two precipitation maxima in sumnigerrupted by
a local minimum, in some cases makes the actuslireeaf pluvial climate of
individual stations. At other stations however, thezurrence of two maxima
results from averaging of different annual cyclesatibe periods with various
circulation conditions.
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INTRODUCTION

Precipitation is a meteorological element charaetdrby a significant temporal
and spatial variation. Precipitation variability @ important index of climate
changes, which is crucial to the natural envirorngnwell as to socio-economic
activity.

Research on long-term precipitation totals shoves tlndencies of changes
of this element of the climate have a very pronednseasonal structure (Radzie-
jewski et al. 2002, Kauchowski 2004). In the Polish lowlands, the incecimsair
temperature occurred alongside an insignificamteiase in total annual precipita-
tion during the second half of the "2@entury. Seasonally, an insignificant in-
crease in spring and autumn precipitation totaleevwmted, and a corresponding
decrease during the summer and winter periods s observedZmudzka
2002). However, the month of March presented asfitally significant increase
in monthly precipitation totals (Degirmendat al. 2004).

It has been shown that precipitation trends arepeosistent. The length of
the analysed period strongly influences the valua given trend and significant
trends may appear within shorter time periods séaech (Niegdwiedz and Twar-
dosz 2004, De Jongi al. 2006).

A high spatial variation in precipitation changbsth on a local and regional
scale, was also noted (Schonweise and Rapp 199zatgz-Hidalgcet al. 2001,
New et al. 2001). However, in the Central Europe, precijptatchanges are
weaker than in other parts of the Continent (IPOG1).

The purpose of this paper is to determine the feataf variability and trends
in annual and seasonal precipitation total changése middle Odra River basin
in the years 1951 to 2005.

The middle Odra River basin is characterised bigh fariability in precipi-
tation totals. The precipitation conditions of thiga are influenced by circulation
factors, the varied relief and elevation. The lawasnual precipitation totals
(500-540 mm) were noted along the lowest part afdiei Odra River valley as
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well as in the lower Kaczawa River valley. In thi@ands located to the north-east
and the south-west of the Odra valley axis, averygual precipitation totals

normally increase proportionally to the hypsomeligcof the land. The Western

Sudeten area, which is exposed to the flow of mo@tine air, has the highest
precipitation total, locally above 1350 mm (Glowiekal. 2004).

MATERIAL AND METHODS

The source material for this analysis is comprisegrecipitation data from 6
IMGW measuring stations, located in various physapgic regions of the middle
Odra River basin (Fig. 1). Precipitation data setdal on monthly totals covers
the years 1951-2005. The data used in this studg teé&en from published pre-
cipitation yearbooks (years 1954 to 1981), as aglthe archive of the Wroctaw
IMGW Branch.

Fig. 1. Geographical location of measuring stations usdtié study
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The middle Odra River basin is characterised bigmificant variation in en-
vironmental conditions. The study area, accordimgandracki’'s regionalization
(1988), is comprised of the following physiographegions: the Milicz-Gtogow
Depression, the Trzebnica Ridge, the Silesian &edSilesian-Lusatian Low-
lands, the Sudetes Foreland, the Western Sudetghills) as well as Western,
Middle and Eastern Sudetes Mts. The location ofstuely area within several
physiographic entities provides significant physaghic variability as well as
strongly pronounced landscape zones.

The study of precipitation variability was carriedt with the use of 30-year
moving window, based on the analysis of averagaeyattandard deviation, as
well as 10% and 90% quantiles (Otop and Kuchar 200DBe 30-year moving
windows were based on the precipitation series filoenyears 1951 to 2005. In
the analysed 55-year period, 26 moving windows aairtg 30-year observa-
tional periods were created. The first period spdntme years 1951 to 1980, the
last — 1976 to 2005. The statistical precipitatiodex values determined for the
30-year moving windows formed time series, whichreMfien described through
a linear function. The statistical significancetié determined linear regression
equations at the = 0.05 level was tested through the Student’stt-tEhe analy-
sis has been made for seasonal precipitation taaigg (March-May), summer
(June-August), autumn (September-November), wifiRecember-February) and
for annual totals.

The empirical distribution of the precipitation dfs was approximated
through the gamma distribution with the shape aradesparameters (Pruchnicki
1987), estimated with the maximum likelihood metl{Bdeyers 1990). The val-
ues of the 10% and 90% quantiles of annual ancdeabprecipitation totals were
determined through the gamma cumulative distriloutio

RESULTS AND DISCUSSION

Average annual precipitation totals from the aredystations in the middle
Odra River basin for the years 1951 to 2005 weleravaried. The lowest precipi-
tation totals were noted in the Silesian-Lusatiawlands (Legnica — 535 mm).
Significantly higher totals were observed in thel&as Mountains @dek Zdréj —
852 mm). Extreme values of annual precipitatioalsotliffered significantly from
the average ones (Tab. 1). Maximum totals amouiotddb0-135% of the 55-year
average and minimum totals were 71-56% averag@wAdegree of stability in
precipitation totals is one of the characteristiatfires of the Polish climate. Sea-
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sonal precipitation totals have much higher vasiathan annual ones. The high-
est variation was observed in the autumn. The Bigdued the lowest precipitation
totals were observed in the autumn, with respegtifrem 228% to 17% of the
55-year average.

In the study area, the highest percentage (ca. 40%g total annual precipi-
tation is recorded in the summer. Spring precijitats on average 23% of the
annual total and is higher than the autumn preatipit total. Precipitation in the
winter season is the lowest and it is about 15%h@®fannual total.

Between the years 1951 and 2005, average annusdsvaf the precipitation
variability coefficient for the analysed statioms the middle Odra River basin
evened-out to 17-19% (Tab. 1). The variabilityfioient reached its highest value
in the autumn season (36% on average). A high \aitlee variability coefficient
is a typical climate feature of the study areatdsmas been previously mentioned
(Kosiba 1948). High precipitation variability oftetauses abnormal conditions
characterised by precipitation totals which arkegiexcessively low or high.

The 10% quantile values for the annual precipitaticstribution in the study
area in the years 1951-2005 are characterizedhighavariability, from 410 mm to
678 mm. Similarly, the 90% quantile values are Widaried, ranging from 668
mm to 1037 mm. The 10% and 90% quantile valuesi®fseasonal precipitation
totals for the years 1951-2005 are shown in Table 1

The course of average annual precipitation totathé 30-year moving win-
dows proves their tendency to decrease in the Y% to 2005, and linear ap-
proximation of average totals proves the occurreocsignificant decreasing
tendencies (Fig. 2). An increasing tendency in @easprecipitation totals can
only be observed in the winter, and only in the soeiag stations (kdek Zdrgj,
Jelenia Gora) located in the Sudetes Mountainsiartie Sudetes Foreland —
Bolestawice station (Tab. 2). The analysis of thange in the values of the stan-
dard deviation of the annual precipitation totalsmoving windows showed that
this measure of dispersion is increasing. The titad of the value of standard
deviation annual precipitation is positive at thajonity of the analysed stations,
which proves their rising dispersion in relationthe average value. The observed
trends in the changes of this variability indexsefsonal precipitation are character-
ized by various sign of trend coefficient, the mestphasized one being the sum-
mer precipitation, which tended to increase itsalmlity. The standard deviation of
the winter precipitation totals also increased dmly at the measuring stations lo-
cated in the Sudetes mountains.
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Table 1. Statistical characteristics of annual and seaspretipitation totals in the middle Odra
River basin in the years 1951-2005

) Quantiles
. . Altitude Mean o \ Max Min (mm)
Period Station (masl) (mm) (mm) (%) Total Total
° Year Year 10% 90%
(mm) (mm)
Milicz 115 97 29 30 159 1967 37 1978 62 135
Legnica 122 76 24 32 145 198739 1996 47 108
Zgorzelec 203 109 33 30 190 197550 1964 70 153

Winter
Bolestawice 240 78 25 32 139 198725 1990 48 111

Jelenia Géra 342 102 30 29 175 197550 1991 66 141
Ladek Zdroj 461 128 36 28 229 1992 61 1961 84 176

Milicz 115 127 37 29 225 1965 54 1990 82 177
Legnica 122 126 38 30 234 196556 1993 81 175
Zgorzelec 203 147 40 27 270 196170 1976 99 200

Spring
Bolestawice 240 137 32 23 232 196580 1981 98 179

Jelenia Géra 342 164 43 26 278 1967 92 1976 112 221
Ladek Zdr6j 461 204 51 25 387 1965112 2002 142 271

Milicz 115 217 63 29 372 2001107 1992 141 301

Legnica 122 222 74 33 435 1977101 1983 134 320

Zgorzelec 203 233 68 29 378 195795 1982 151 323
Summer

Bolestawice 240 247 78 32 425 196413 1983 154 351
Jelenia Géra 342 279 84 30 559 1997147 1990 178 391
Ladek Zdr6j 461 342 111 32 757 1997150 1992 210 489

Milicz 115 125 48 38 238 1963 23 1959 69 189

Legnica 122 111 42 37 204 197623 1959 62 166

Autumn Zgorzelec 203 139 49 35 232 195640 1982 81 204
Bolestawice 240 123 43 34 201 199834 1959 73 180

Jelenia Géra 342 143 50 35 298 1956 24 1959 84 209

Ladek Zdr6j 461 178 62 35 406 1952 49 1982 105 260

Milicz 115 566 103 18 764 2001363 1953 438 702

Legnica 122 535 101 19 795 1977361 2003 410 668

Year Zgorzelec 203 629 114 18 838 198B51 1982 487 779

Bolestawice 240 586 100 17 837 200B62 1969 462 716
Jelenia Géra 342 688 119 17 1005 1977462 1990 540 845
Ladek Zdr6j 461 852 141 17 1282 1997606 1982 678 1037

V — variability coefficient,d — standard deviation.
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Fig. 2. Average and standard deviation of annual precipitabtals in the middle Odra River basin
of 30-year moving windows from 1951-2005 and thiegar trend
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Table 2. Linear regression equations and determination icbefits (F) for statistical characteris-
tics of seasonal precipitation totals in 30-yeavimg windows from 1951-2005 in the middle Odra
River basin

Station Mean Standard deviation Quantile 10% Quantile 90%
Lineartrend R Lineartrend R® Lineartrend R Lineartrend R
Winter
Milicz —0.23x+101 056 -0.16x+32 082 -0.04x+62 002 -0.45x+1440.89
Legnica —041x+83 087 004x+26 009 —-0.39x+52 087 -0.41x+117 058

Zgorzelec 0 (5x+107 0.04 -0.07x+36 017  0.03x+65 000 —0.15x+155 0.29
Bolestawice 0 o7x+76 017 008x+25 023 -0.02x+47 001 0.17x+109 0.24
JeleniaGora 9 11x+101 033 027x+28 069 -0.19x+68 035 048x+138 0.74
Ladek Zdro]  023x+123 046 020x+32 070 -0.10x+84 022 0.62x+165 0.64
Spring
Milicz —050x+132 062 -047x+41 076  003x+83 001 -1.13x+187 0.74
Legnica —0.96x+140 089 -0.34x+41 061 -056x+91 069 -1.42x+194 0.86
Zgorzelec 0 78x+156 0.89 -0.33x+43 0.66 -0.39x+104 062 -1.22x+214 0.86
Bolestawice  _g44x+14> 084 —033x+38 076 —0.05x+96 006 —0.88x+192 0.84
Jelenia Gora _0 gax+173 0.89 -0.83x+53 0.89 0.11x+109 010 -1.95x+344 0.92
Ladek Zdro]  _g 4054207 072 —0.78x+60 079 0.48x+134 052 —1.48x+287 0.83

Summer
Milicz —0.54x+226 048 045x+55 060 -1.02x+159 0.86 0.08x+299 0.1
Legnica —0.67x+230 047 0.15x+76 016 -051x+139 054 -0.82x+331 0.34
Zgorzelec  _pax+233 036 -021x+73 024 —039x+145 027 —0.92x+330 0.36
Bolestawice _ggox+252 0.37  0.11x+76 005 -0.79x+160 0.61 —0.54x+353 0.12
Jelenia Gora _( 39x+283 023 094x+75 074 -1.39x+192 092 0.89x+382 0.29
LadekZdro] o 7x+358 052 1.22x+92 074 —20x+246 090 0.96x+479 0.30

Autumn
Milicz —0.46x+136 061 -061x+54 089 0.35x+70 027 -1.47x+212 0.80
Legnica -050x+121 0.89 -043x+46 0.80 0.30x+60 0.32 -15Ix+191 0.88
Zgorzelec  _33x+143 056 -0.34x+52 056  0.05x+82 001 —0.80x+712 0.68
Bolestawice 0 12x+126 020 -047x+48 091  0.60x+65 066 -1.03x+196 0.80
Jelenia Gora  _ o5x+147 003 —054x+56 0.71  0.64x+79 051 —0.92x+274 0.69
LadekZdro] g oex+176 001 -0.07x+56 002 0.13x+1090.24 -0.04x+250 0.00

* — statistically significant at 0.05 level.
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Focusing on quantiles, the analysis of the chamg#dse 10% quantile values
in the 30-year moving windows of annual precipdattotals for the years 1951-
2005 showed a statistically significant decreadeereas the 90% quantile values
had varying sign of the trend coefficient. With #weception of the autumn, there
were decreasing tendencies in the 10% quantileca$anal totals. Spring and
autumn precipitation showed a decreasing tendemahe 90% quantile value
(Tab. 2). The course of 10% and 90% quantile vabigbe annual precipitation
totals in the 30-year moving windows for the yeB®8§1-2005, including the ap-
proximated trend line in the analysed measuringostain the middle Odra River
basin, is shown in Figure 3.

Milicz (115 m a.s.l.) Legnica (122 m as.l.)
1100 1100
0 1050
1000 1000+ — — — — — — — — — — — — — — — — — — — — — — —
950 9504 — — — — — - ____|
L 900 4
850 O
800
T L _ y=-287x+737 80— —— - - - - - - - === —
T = R%=0.89 =
E 7907 ] E
650 B
00 — = — — = === —————— = ==~~~ —
550 6007
500 1 550 1
1 290900 e 50T ———————— == ———————— —— — — —
Zig A 50 | y = -2.68x + 448.9
y=-0.72x + 461.2 S MR e e—— R?=001
350 R?=035
300 T 350 4— — —
8 8§ 3 8 8 8 § 3 8 8 8 8 3 8 8§ ¥ 8 8 8 8§ § 8§ 8 8 8 3
A S S N - - R S S N - - )
D B B8 H B8 2 8 8 5 8 F R B 4 8 B 5 8 3 8 8 8 8 F R £
g 8 3 g8 &8 8 8 8 5§ 5 5 8§ 8§ & 8 8 8§ 8 8 &§ & § 5 &
22 32 23 32 23 2 3 3 3 3 g 2 32 32 2 232 3 3 2 3 2 2
© 10% quantile B 90% quantile ¢ 10% quantle = 90% quantile
Zgorzelec (203 m a.s.l) Bolestawice (240 m a.s.l.)
1100 1100
W0 ———— === === ——— ===~~~ — — 1050 4
000+ —— === === === ===~~~ ——— — 1000 — — — — — — — — — — — —
950
900
850 — — — — — — ————————— == = = = — = —
800 — — - — y= 'QZEX +7229 |
_ = 75 R=0.31
€ E lesa
=1 I=1 2030 5.
E E 700+ - = - - - T TEEEAEE TS T T T o
650 — — — — — — — ————— = === =~~~ — — —
[
550
500 y=-153x + 4745
R*=0.64
400+ ——————————————— —— —— — — — — 450 — = - T T T
y=-1.96x +4955 ]
350 R =063 400
300 T T T T T T T T 350 —
8 § 3 8 88 § 3§ 8 8 8 8 & 8 8§ 3 8 8 8 &§ 3 &8 8 8 & 3
P T S - S N Y- B - SPC B ST Y IR ST S O - S . ST B SORNY- S SR S}
7 B 8 5 8 3 8 8 &5 8 & R B 8 B b 8 3 8 8 5 8 F R £
22 2 2 23 2 2 3 2 3 32 3 g 2 32 3 3 3 3 3 3 3 3 3 3
< 10% quantile @ 90% quantile < 10% quantile B 90% quantile

Fig. 3. Values of 10% and 90% quantiles of annual predipitatotals in the middle Odra River
basin in 30-year moving windows from 1951-2005 #ralr linear trend
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Fig. 3. Cont. Values of 10% and 90% quantiles of annual predipitatotals in the middle Odra
River basin in 30-year moving windows from 1951-2@@%l their linear trend

Set trends in the changes of average precipitédi@ats in the 30-year moving
windows are not fully comparable with the result®ther research conducted in
the area of precipitation change tendencies inrfdol@his is due to differences in
methodology, as well as differences in the timeqasr studied. However, the
results show a certain degree of similarity betwd#entendencies of change de-
scribed in the present paper and precipitationabdiiy research conducted in
Poland in the second half of the"2@entury. The tendencies of change in lowland
part of the study area shows homogenous sign i ieefficient for summer and
winter periods with the results obtained for averhgrecipitation totals from the
Polish lowlands Zmudzka 2002). However, differences in the methagiokd
approach of these two studies made the comparitealae in their regression
equations unable. Only a comparison of their dioadbas been possible.

CONCLUSION

This research shows some feature of the precipitattgime, especially the
tendencies of seasonal and annual precipitationggsain the study area of the
middle Odra River basin.

Between the years 1951 and 2005, based on thes@énaly30-year moving
windows, the systematic decrease of annual and surprecipitation totals oc-
curred alongside an increase in their variabilitfiich was expressed by the stan-
dard deviation value. Moreover, 10% quantile valwesre characterized by
a downward tendency, which indicates an increaseratipitation deficiency
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during negative anomaly periods. As far as thengpend autumn periods are
concerned, a downward tendency of both the pratipit totals and their stan-
dard deviation values were observed. On the othadhthe trends of the 10%
quantile values varied, and showed a downward terydm the spring at the ma-
jority of the analysed stations, but upward in shgumn. In the winter though,
precipitation totals from the stations locatedhie Sudeten mountains showed an
increase in totals, variability and also in 90%mjuea value.
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INTRODUCTION

Meteorological drought is a long time period chéedzed by the lack of pre-
cipitation, low air moisture and high air temperatuDroughts are tightly con-
nected with climate. The data from reports conegynilimate changes warn
against extreme conditions, including drought. Witer is related to water defi-
cit, causing damage to natural environment and @oas, as well as danger for
population. Drought is a complex condition, difficto be defined. It is usually
assessed retrospectively from past records, wherpthcess had already been
finished. Drought indices in both Polish and intgronal literature are described
as a single value concerning specified region. @uée fact that drought is often
treated as a result of many factors influencingheatber, our work contains the
description of two drought indices: standardizedcppitation index (SPI) and
standardized climatic water balance (SCWB).

METHODS

In our work, based on a homogenic material ca@lgéor many years, there is a
verification of two drought indices, defined witidaf precipitation and potential
evapotranspiration. The first one is SPI (StandadiiPrecipitation Index). It was
calculated based on half-year (IV-IX) precipitateams in the years 1964-2006.

Since periodical (monthly, half-year) precipitatisums are gamma distri-
buted data (Kaczmarek 1970), they were convertedrtormal distribution using
different data transformations, after which the- gguared goodness of fit test
could be used to verify normality of the data. Themsformed, normally distri-
buted data were standardized to normal standatdbdigon N(0,1). For such
data the Standarized Precipitation Index (SPI ipdexalculated. The SPI index
was introduced by McKee, Doesken, Kleist (1993) andseful to quantitative
assessment of precipitation deficit in a varioosetscale.
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z-7
SPl=—— (2)
g,
where Z ando, denotes the mean value and standard deviatioectggly of
normalized sequence of precipitation sums.

In the Table 1 the classification system of draugiensity is introduced:

Table 1. Drought classification according to the standadiprecipitation index (SPI) and corres-
ponding probabilities

Value of SPI Drought category Probabilities
SPIS-2.0 extreme P(SPI<-2) = 0.023
—2.00<SPK-1.50 severe P(—2<SPI<-1.5) = 0.0443
-1.50<SPE-1.00 moderate P(-1.5<SPI<-1) = 0.092
—1.00<SPI< 0.0 mild P(-1<SPI<0.0) = 0.341

SPI classification is used to define the intensdgsnof drought periods for
any time scale. Every drought is characterized bgrestantly negative SPI value,
whereas SPI positive value is equivocal to the @drought. Table 1 shows the
probability of appearance of every type of droudtite probability of extreme
drought, assuming that the distribution is norrnsal).02, of mild drought — 0.34.
The probability of lack of drought is 0.5.

The description of meteorological drought shouldtam, apart from precipi-
tation, the information about other meteorologiaitors, like temperature, sun-
shine, the saturation, the vapour pressure detftd@twind speed. The above men-
tioned markers compose the process of potentigdatkanspiration (Musiat 2002,
Gasioreket al. 2008), defined in this work by the Penman metAdekrefore, the
second marker to characterize drought is climatiatew balance (CWB)
(Labedzki 2006). Potential evapotranspiration and jiéation, together with the
measurement of climatic water balance (Rojek 19818y point at the climatic
excess or deficit of precipitation.

CWP - ET, (2)

where: CWB — climatic water balance, P — precipitation sunexamined time
period,ET, — vapotranspiration according to the Penman method

The first step of investigation is to calculate {hotential evapotranspiration
according to the Penman method. The value of pateavapotranspiration is
described by the following equation:
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2R +0)+E,
b (mn):y[ AJ 2834 3
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where:R, — net radiation (W if); G — soil heat flux density (W 1); E, — aerody-
namic or ventilation term (W f); A — mean rate of change of saturated vapour pres-
sure with temperature, (hPa"X y— psychrometric constant (0,655 hP&);Kn —
number of days in period for which the calculatievere done (decade, month).

In the Penman equation the following informatiors @ be taken into account:
all outgoing energy fluxes are negative, whereasdhoward the active surface
are positive.

Since climatic water balance (CWB), proposed byedaki (2006), is not
standardized, it cannot be compared with SPI a®aglit index. Random varia-
ble, the values of which are sums of climatic wdtalance using various time
steps, is usually normally distributed. Normallgtdbuted sequences of precipi-
tation sums were converted through standardizatiatandardized normal distri-
bution N(0,1). This standardization allows to obt#éie values of standardized
climatic water balance SCWB.

SCWB = CwB -CWB @

SCWB
whereSCWB CWB and sqys denotes the standardized climatic water balance,
mean climatic water balance and standard deviadfoolimatic water balance,
respectively.
It is assumed, that the introduced classificatbmrought system, based on
SCWSAB, is the same as the classification for SPb (T

RESULTS

The characteristics of years 1964-2006 in Wrockmpjec was commenced
by the presentation of relations between the pitatipn sums and the sums of
potential evapotranspiration in the IV-IX period. the years 1964-2006 the val-
ues of potential evapotranspiration sums far exegéldose of precipitation sums
(Fig. 1). The above mentioned relations are theltred constant precipitation
deficit in the Wroctaw-Swojec region.



63

700 700

+ 600

+ 500

1 400

Precipitation [mm]

+ 300

Evapotranspiration [mm]

—e— Precipitation

+ 200

—o— Evapotranspiration

100 +—+—+—+—+—+—+—+—+—+—+—++t+t+—+—t+—+—++—+—+t+t+t+—+—t++++++—+—+—+++++++++ 100
FLOONODO AN FLOOMODOHANMILOONOD O HANMILOONONOHNM I LOW
(O (OO WO OO~~~ P~~~ 000000000 WPV NDDADDRDDNOOOOOOD
DD DNDDDDDDDDNDDNDDNDDNDDNODNOOO0O0O0O
A A A A A A A A A A A A A A A A A A A A A A A A e i i NN NN

Fig. 1. Precipitation sums and potential evapotranspimatiothe 1V-IX period in Wroctaw-Swojec
in the years 1964-2006

Drought is always related to the temperature m®&eeand the precipitation
deficit, hence the subsequent analysis concernedhlhnge in mean tempera-
ture within the warm half-year in the years 196£0@0The regression equation,
calculated for the mean temperature within the XvVpkeriod of the years 1964-
2006 has the following form: Y = 0.042 X — 68.531ds statistically significant
on significance levelt = 0.05. Slope of regression line, equal to 0.0ddicates
that the mean warm half-year in the 1964-2006 plehi@s an increasing tenden-
cy with a temperature growth equal to 0,%@2%er year. The regression line
with 95% confidence interval for the mean tempeamin the warm half-year is
presented in Figure 2.

In order to calculate the SPI index (kdlki et al. 2002, Paulcet al. 2006,
McKee et al. 1993, 1995), the precipitation sums of the IV-I¥ripd in the
years 1964-2006 were analyzed.

The analysis of changes in the half-year pretipitasums was performed in
a similar way. The regression equation calculatedhie half-year precipitation sums
in the 1964-2006 period has the following form ¥-£6X + 3540 and indicates the
decreasing tendency of this meteorological factdiné analyzed period (Fig. 3).
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Fig. 3. Precipitation sums in the IV-IX period in the y2d1964-2006 inWroctaw-Swojec

Since half-year precipitation sums are gammaibisied data (Fig. 4a) they
were converted to a normal distribution using défe data transformations
(Fig. 4b-d).
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Fig. 4. Cont. Fitting distributions with the half-year precigi@n sums in years 1964-2006 in

Wroctaw-Swojec:

a). the original Gamma distribution (p = 0.65),

b). normal distribution due to the transformation¥P (p = 0.87),

c). normal distribution due to the transformati6i¥ P+10 (p = 0.95),
d). normal distribution due to the transformatiéaln P (p = 0.80).
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The calculated SPI index defined the given hatfryia different categories of
drought or its absence. Random variable, the vabfieshich are the half-year
(IV-1X) sums of climatic water balance (CWB), ismually distributed (CWR.x
ON(-124; 124). Thus, for the calculation of SCWB the warm half-year only
standardization of the random variable was neegled those standardized values
classified the droughts according to the critetitip the Table 1.

The drought classification, according to SPI a@A\®B, and intensity in the
warm half-year of the 1964-2006 period, is showthaFigures 5a and 5b.

drought absence
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Fig. 5. Drought indices for the (IV-1X) period in the ysat964-2006 for Wroctaw-Swojec
a) SPI; b) SCwB
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There is one-to-one correspondence between pratigpitand SPI. Precipita-
tion is a quantile of the same order of the distidn of the half-year precipita-
tion sums as the corresponding SPI index in thedsti@ized normal distribution.
The same situation takes place in the case of SCWB.

The calculated quantile values for half-year piation sums can be inter-
preted in the following way: extreme drought in tharm half-year in Wroctaw-
Swojec appeared when the precipitation sum wastless 217 mm (Tab. 2).
Strong drought was present during years 1964-260fase half-year periods,
where the values of precipitation sums were betw&Eh and 283 mm. When
precipitation sum was higher than 360 mm, theremgadrought.

Table 2. Drought classification with the use of SPI in ihelX period in the years 1964-2006 in
Wroctaw-Swojec

Drought category

Drought . Extreme
absence Mild drought Moderate drought Strong drought drought
SPE0O —I<SPI<0 -1.8SPI<-1.0 —2.0<SPI<-1,5 SP2
Quantiles (mm)
P>360 283P<360 249P<283 217<P<249 17
Clasification (IV-IX) periods in years 1964-2006
1964,1965,1966 1967,1973,1974, 1969,1989, 2004 1992
1968,1970,1971 1975,1976,1979, 1990,1991,
1972,1977,1978 1982,1983,1993, 2003

1980,1981,1984 1994,1998,1999,
1985,1986,1987 2000,2002,2005,
1995,1996,1997 2006

2001

The calculated quantile values for half-year somslimatic water balance in
years 1964-2006 in Wroctaw-Swojec can be interprétethe following way:
extreme drought in the warm half-year appeared wherclimatic water balance
sum for that period was less than 399 mm (TabWa8)en the sum of climatic
water balance was lower than 167 mm, drought wasrdb



69

Table 3. Drought classification with the use of SCWB in thelX period in the years 1964-2006 in
Wroctaw-Swojec

Drought category

Drought . Moderate Extreme
absence Mild drought drought Strong drought drought
SCWB<0 —-1<SCWB<0 -1.5SCWB<-1.0 -2.0<SCWB<-1.5 SCWwWRB2

quantiles (mm)

CWB<-167 —283CWB<-167 —-34iCWB<-283 -399<CWB<-341 CWB399

Clasification (IV-IX) periods in years 1964-2006

1964,1965,1966,

1968,1970,1971,
1976,1979,1982,
1972,1977,1978,
1983,1988,1989, 1969,1973,
1980,1981,1984, 2003 1992
1990,1991,1993, 1994,2004
1985,1986,1987,
1998,1999,2000,
1995,1996,1997,

2002,2005, 2006
2001

1967,1974,1975,

CONCLUSIONS

1. In the years 1964-2006 in Wroctaw-Swojec, the valokpotential eva-
potranspiration sums, calculated by the Penmanadefhr exceeded those of the
precipitation sums in the IV-IX period. Those r@as point at the constant pre-
cipitation deficit in the analyzed region.

2. The mean air temperature in the IV-IX period in flears 1964-2006 in
Wroctaw-Swojec was characterized by the increagndency, whereas the half-
year precipitation sums in the examined periode¢drd decrease.

3. According to the SPI classification criteria, theught characterization
in the years 1964-2006 in Wroctaw-Swojec is asofed: 47% of the IV-IX pe-
riods were devoid of drought, in 37% of cases ttmught was mild, 12% pre-
sented the moderate drought, and 2% were classifiedtrong and extreme
drought. The SCWB classification gave similar resul

4. The quantification of two indexes, SPI and SCWBppmsed for the
drought identification, gives almost identical rksuTherefore, the authors sug-
gest the evaluation of drought based on SPI, remuanly the precipitation data.
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INTRODUCTION

Snow cover, which appears during winter seasorioiish climatic condi-
tions, is a good indicator of thermal and prectpta conditions of winter sea-
sons. Because of the specific physical charaategisf snow cover such as high
albedo, low thermal conductivity and high emissiapacity, it is also an impor-
tant factor that determines thermal conditions athbground-level air and the
ground on which it lingers. Economic aspect of smwower is also of considerable
concern, especially in the fields such as agricelttransportation, construction
industry, tourism and winter recreation. Snow coteerefore, became the focus
of study for many researchers, which finds itseefbn in literature on the sub-
ject. The history of observation of snow cover iscimshorter than observation of
other climate elements such as air temperaturénoospheric pressure. The be-
ginning of systematic measurements of snow covétaland is dated in the last
decade of the Tcentury (Kosiska-Bartnicka 1924), while studies that included
the entire area of Poland started many years tifeeSecond World War (Bed-
norz 2001).

MATERIALS AND METHODS

The purpose of this investigation was to chara@declimatic conditions of
SNow cover occurrences in hon-mountainous regiboland in 1951-2008 (57
winter seasons). The research, therefore, omitet8sdange and Carpathians
Mountains. The analyzed data was collected fromn&3eorological stations,
which are part of the meteorological observatiotwoek of the Institute of Mete-
orology and Water Management (Fig. 1). Snow coeeugences were characte-
rized with the following indices:

— number of days with snow coverl(cm) in October-May season,
— frequency of days with snow coverl(cm) in period of December-
March,
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— number of days with snow cover thickness of >5 eff) cm, >20 cm
in October-May season,

— duration of snow cover occurrence,

— the maximum thickness of snow cover in October-Magson,

— mean show cover thickness in December-March,

— total thickness of snow cover in October-May season
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Fig. 1. Distribution of meteorological stations

The parameters were analyzed for entire seasoci®l{€-May) or periods
(December-March) without breaking them into smallaits (e.g. months). Nu-
merical values of the analyzed parameters fromcsalestations representing
particular region are presented in tables.
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RESULTS
Number of days with snow cover#1 cm) in October-May season

The most common parameter of snow cover occurrisnte number of days
with snow cover in a season. This simple parangtes a reliable indication of
climatic variability of the analyzed element. Thewber of days with snow cover
in season shows long term fluctuations from bel@&wdays in the Szczecinska
Lowland and the lower Odra River to over 90 dayshie north-east part of the
country (Fig. 2). The mean value of this paraméterdata from 83 stations is
little less than 61 days (Tab. 1). Spatial varigbif this indicator is rather high,
since snow cover lingers almost three time longeBuwalki and east Podlasie
regions than in north-west fringes of Poland.

1IN
oL %

L

Fig. 2. Mean annual number of days with snow cowér¢m) in October-May season in 1951-2008
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Table 1. Number of days with snow covexc]: totals and above the specified threshold valnes
1951-2008

No. of days with snow cover (October-May) Days with

Region Ex:arpplary (%) sc>1 cm
stations >1cm >5 cm >10cm  >20¢m (Dec-Mar)

Swinoujscie 43.2 201 114 3.9 33.6

Resko 51.6 26.5 15.0 5.7 39.0

Pomerania, Ustka 51.9 28.9 17.5 6.6 39.9

Warmia,

Masurian Lakeland. Hel 50.9 32.0 20.6 8.6 40.2
Suwalki Region  cpqinice 66.1 3558 20.2 7.8 50.7
Olsztyn 76.0 51.8 33.9 13.7 57.0

Suwatki 914 66.5 49.8 27.7 67.6

Stubice 34.8 14.2 6.7 0.9 27.1

Pozna 46.8 19.5 10.8 2.2 36.3

Zgorzelec 45.7 23.4 14.1 4.4 35.0

Wroctaw 43.4 21.1 10.3 2.2 33.2

Lowlands Racib6rz 56.2 28.7 14.5 3.0 42.1
£6dz 60.6 32.7 19.2 7.3 45.8
Warszawa 57.4 29.8 17.2 7.2 43.9

Biatystok 83.1 56.5 39.1 18.1 62.7

Terespol 72.5 46.1 28.1 9.4 55.5

Kielce 72.6 46.2 275 9.8 54.5

Uplands | yplin 75.6 48.8 30.8 11.8 57.0

and Carpathian

piedmont basins Krakéw 63.6 36.6 23.9 8.2 48.0
Rzeszow 69.3 42.2 26.3 8.3 52.1

Mean value 60.8 35.5 21.6 8.3 46.1

Poland
(83 stations, Min 33.2 12.5 6.1 0.9 26.0
non-mountainous (Przelewice) (Przelewice) (Przelewice) (Stubice) (Przelewice)
area) Max 91.4 67.7 50.9 27.7 67.6

(Suwalki) (Biafowieza) (Biatowieza) (Suwatki)  (Suwatki)
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In each particular winter season, the number osdagh snow cover could
deviate considerably from the mean value. In thstlsnowy winters, in the west
part of the country, the number of such days was flean 10, and even less than
5 at some stations. In the more snowy regions, Wekyeluring winters with ex-
tremely low snow, the number of days with snow cadid not drop below 30.
During more snowy winters, the duration of snowearosould be more than three
times longer than the norm in regions with the lsa®w in Poland. The longest
periods with snow cover during winter season lastext 135 days with the high-
est values of about 145 and more (the maximum —-d&a%6 in Biatowiea).

Frequency of days with snow coverx1 cm) in December-March periods

During the period of December-March, the averagegntage of days with
a snow cover was 46% in Poland. The lowest valtids®parameter were regis-
tered in the area of the lower Odra River regidess than 30% and the highest in
the Suwalki and east Podlasie regions, where déisswow cover accounted for
the 2/3 of the entire period (December-March). Bgithe least snowy winters in
regions with higher snow cover conditions, the patage of days with snow was
no lower than 20%. During the most snowy winterspvg cover was present
100% of days, while it did not reach 90% at marmyishs located in the southern
parts of Poland. This is explained by the fact #ptng season approaches from
the south and south-west of Poland as well as deshigme of snow cover pres-
ence in March.

Number of days with snow cover of >5 cm, >10 cm28 cm in October-May
season

The mean number of days with snow cover of >5 @s 8b.5 for the entire Pol-
and which is 58% of the total number of days witbvg cover (Tab. 1). In case of
this parameter. the spatial distribution contragee very visible. In the lower Odra
River region, the number of such days was, onvkeage, less than 15, while in the
north-east fringes of Poland, it increased to &&erDays with snow cover of >5 cm
constituted c. 40% of all days with snow covethia west fringes of Poland, and over
70% in the north-west and piedmont areas. In tretane parts of Poland, the number
of such days was 20-25, in central Poland 25-38,iarhighlands and Mazurskie
Lakeland — 45-55.

The mean number of days with snow cover of >10was 21.6 for the area of
Poland, which was 36% of the entire snow covertiturgTab. 1). Spatial distri-
bution contrasts of long term mean values of thieameter were similar to those
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of snow cover of >5 cm, however, the most snowytersicould be clearly identi-
fied. The number of days with snow cover of >10@mthe average varied from
6-7 in the area of the lower Odra River up to 5hie north-west fringes of Pol-
and. The number of such days was 10-15 in the \Wjiellska region and the Sile-
sian Lowland, 15-20 in the central Poland and &o2more in the highlands.
Year-to-year variation of this parameter was vdaghland, in some seasons, days
with snow cover of >10 cm did not occur at all.tStecally, in the west parts of
the analyzed area, snow cover was no deeper tham l@lmost every second
winter. In the south-east and in inner-mountain pigdimont areas such winters
were very rare.

The mean number of days with snow cover of >20n@m 8.3 for the area of
Poland, which was 14% of the total number of daigh snow cover.

Duration of snow cover occurrences

In Poland, with the exception of mountain areaswscover appears, on the
average, from November to March (inclusive), anasurian Lakeland, Suwalki
and Podlasie regions, up to the first decade oil Afitere were, however, incidents
where snow cover appeared already in October late@ass in April, and even May.

On the long-term average, snow cover first apgkarenorth-east fringes of
Poland between November 10 and 15 (Tab. 2, Figin3)he north part of the
Masurian Lakeland, Podlasie and Suwalki regionselbas in the south-east part
of the Lubelska Highland, snow cover was obsen@thter than November 20.
By the end of November, snow cover presence wasteegd in all other parts of
Poland with the exception of parts of the Silediawland, Wielkopolska, Ku-
jawy and Szczecinska Lowland. On the average, ithe dbservations of snow
cover in the area of the lower Warta and Nateers and west parts of the Szcze-
cinska Lowland were made after December 5. Theemiffce between the first
appearance of snow cover in the north-east of Eadad north — west edges was,
therefore, almost a month.

Dates of the first snow cover occurrences in paldr years could differ con-
siderably from long-term averages even by seveeaks. In general, snow cover
could appear as early as the first decade of Octoblewlands, but these were
extremely rare incidents, e.g. appearance of sramgrdn Gniezno on the Octo-
ber 391998, while the average for this part of PolanBésember 6.

Similar differences could be observed in case efldtest dates of the first
appearance of snow cover. Here, however, climatgilarities can be noticed.
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Late dates of first snow cover occurrences wereostimlways correlated with
winters with little snow. In Stubice, snow coveddiot appear at all in one single
season (1991/92) — the only such case in the drealand. In general, the latest
first snow cover occurrences were dated in Janwarg,in case of few stations
with smaller snow cover conditions in climatic sgah February.

Similar spatial regularities were observed withagipearance dates of snow
cover. In regions, where it appeared at the latatds, it disappeared at the earli-
est time. In the south-west of the Szczecinska bodland on the west coast, the
average date of the last snow cover occurrencecwisigrch 10 or a little earlier.
(Tab. 2, Fig. 4).

%

v////

Fig. 3. The average dates of the first occurrences of sromer in 1951-2008



Table 2. Average and extreme dates of snow coserdccurrences in 1951-2008

Region Exemplary First occurrence Last occurrence
stations Avg. The earliest The latest Avg. The earliest TEtest
Swinoujscie 07.12 24.10(2003/04)  17.021991/92) 16,03 14.12(1989/90)  23.041987/88)
Pomerania. Resko 2811 23.10(2003/04)  23.012006/07) 23.03 20.12(1988/89)  11.051977/78)
Warmia, Ustka 0312 24.10(2003/04)  15.022007/08) 22.03  18.12(1989/90)  02.051984/85)
Masurian Hel 1012  02.11(2006/07)  28.04(1997/98) 21.03  18.12(1989/90)  26.041954/55)
Su\';vi'fz';”edéion Chojnice 2611 22.10(1978/79)  21.041972/73) 29.03 21.12(1988/89)  10.051952/53)
Olsztyn 2111 07.10(2002/03) 26.122000/01) 05.04 25.02(1973/74) 29.041975/76)
Suwalki 16.11  14.10(2002/03) 19.122000/01) 04.04 02.03(1990/91) 05.051979/80)
Stubice 07.12  29.10(1997/98)  Nosc (1991/92) 14.03 Nosc (1991/92)  10.051952/53)
Pozna 0312 25.10(1997/98)  21.041972/73) 18.03 08.01(1988/89)  02.051984/85)
Zgorzelec 0112 04.11(1980/81)  06.04(1951/52) 23.03 07.01(1988/89)  28.041975/76)
Wroctaw 0112 27.10(1997/98)  21.0(1982/83) 19.03 12.12(1989/90)  29.041975/76)
Lowlands Racibérz 2411  15.10(1971/72) 29.122006/07) 26.03  09.01(1988/89) 10.051952/53)
L6dz 2511 13.10(1973/74)  13.041951/52) 31.03 23.02(1990/91)  11.051977/78)
Warszawa 2711  13.10(1973/74) 30.121982/83) 28.03  24.02(1990/91) 03.051969/70)
Biatystok 1911  13.10(1973/74) 26.122000/01) 02.04  27.02(1973/74) 28.041983/84)
Terespol 2211 13.10(1973/74)  24.121954/55) 2203  16.02(1988/89)  21.041958/59)
Kielce 2311 26.10(1997/98)  21.171953/54) 26.03 09.01(1988/89)  27.041981/82)
anduggg‘;fhian Lublin 2311 13.10(1973/74)  22.01(1951/52) 03.04 20.02(1965/66)  11.051977/78)
piedmont basins  Krakow 2411  20.10(2007/08) ~ 03.041955/56) 2203  08.01(1988/89)  27.041981/82)
Rzeszéw 2211  26.10(1997/98)  10.012000/01) 28.03  09.02(1973/74)  07.051956/57)
. 03.10 24.02 20.05
nclz)’gl-an{:c?u(r?tziiﬁjggféa) 2711 Nowy Sicz (1972). Szcgecin. 26.03 Szczi:i-iﬁl(1988) Aleksandrowice
Gniezno (1998) Przelewice (1988) (1965)
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Fig. 4. The average dates of the last occurrences of snger in 1951-2008

On the average, between March 10 and 20, snow disa@ppeared complete-
ly in the entire area of the Szczecinska Lowlandhe northern part of Lubuskie
region, west and partially central Wielkopolska,jduy and large part of the
Silesian Lowland. The average time of the last oernices of snow cover in the
remaining parts of the country was the third deaafd&larch. The outmost east-
ern parts of Poland registered the last appearainseow cover in the beginning
of April. As is the case with the average time lu# first snow cover appearance,
there were also differences of average time ofdketime of snow cover occur-
rence between north-west and north-east edgedanidPo

Temporal difference between the extremely early extremely late dates of
the last snow cover occurrence was even higher ttheudifference between ex-
treme dates of the first snow cover occurrenceg. mhjority of stations regis-
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tered the latest snow cover occurrence at the begjrof May, and in case of
only few stations in the third decade of April.

The dates of extremely early last snow cover getwes were almost always
correlated with winters with low snow cover conalits making it is a good indi-
cator of the local climate.

The mean duration of snow cover occurrence, inge tbetween long-term
mean date of first and last snow cover occurreaced from c. 90 days or less in
the Szczecinska Lowland to 130-140 days in the Kasu.akeland and north-
east part of Poland (Tab. 3, Fig. 5). On the awwrédge mean duration of snow
cover exceeded 120 days in the areas east of thla River.

Fig. 5. Mean duration of snow cover occurrences (snowoggin days in 1951-2008
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Table 3. Duration of snow cover occurrences, i.e. duratibsnow season, in 1951-2008

Duration ofsc occurrences (days)

. Exemplar
Region stati(F))nsy Avg. Potential  Difference

(A (B) (A)-(B)

Swinoujscie 99 181 82

Resko 115 200 85

. Ustka 109 190 81

Pomerania,
Warmia, Masurian Lakeland, Hel 101 175 74
Suwalki Region

Chojnice 123 200 77

Olsztyn 135 204 69

Suwaiki 139 203 64

Stubice 97 193 96

Pozna 105 189 84

Zgorzelec 112 175 63

Wroctaw 108 184 76

Lowlands Racibérz 122 207 85

£6dz 126 210 84
Warszawa 121 202 81

Biatystok 134 197 63

Terespol 120 190 70

Kielce 123 183 60

Uplands and Carpathian Lublin 131 210 79
piedmont basins Krakéw 118 189 71
Rzeszow 126 193 67

Mean value 119 196 77

Poland Min 84 165
(83 stations, non-mountainous area) (Dziwn6w)  (Dziwndw)
Max 145 222
(Aleksandr.) (Aleksandr.)

1 _ potential duration of snow cover occurrencethés number of days between the earliest first
date and the latest last date of snow cover oatcera season in a multiyear period.
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The maximum thickness of snow cover in October-Mageason

The deepest registered snow covers in Polandideutse mountainous areas,
usually oscillated around several dozen centimet&msow cover thickness
reached at least 50 cm at 82% of all stations lysumFebruary (39% of stations)
or March (37%), and less often in January (22%).

However, a much better indicator of snow conditimthe average of maximum
seasonal snow cover depth rather than the absoaxenum values. This parameter
informs what maximum snow cover thickness can Ipeeed during a season. Spa-
tial distribution of this indicator confirms genkharacteristics of snow cover in
Poland as described above. The smallest value oh#ximum snow cover thickness
(<15 cm) during season were registered in the veggbns of Poland. Mean maxi-
mum seasonal snow cover thickness increased towsadsorth-east, the east and
south-east. It exceeded 20 cm east of the WisterRRomeranian Lakeland and
highlands. In the east part of the Pomerainian laakk the Masurian Lakeland, Pod-
lasie region, Lubelska Highland, the south and Bkdbpolska, snow cover thick-
ness, on the average, reached at least 25 cm.igeshvalues of >30, and even
>35 cm, were noted in the Suwalki and Bialystokaweg)(Tab. 4, Fig. 6).

Fig. 6. Maximumaverages of seasonal snow cover thickness (cnitob&-May season in 1951-2008
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Table 4. Maximum snow cover thickness (cm) in 1951-2008

Region Exemplary  Avg. from Max Absolute Max
9 stations (October-May) (date)
Swinoujscie 17.4 52 (3.03.2005)
Resko 20.4 56 (5.03.1965)
Pomerania. Ustka 20.3 55 (9.01.1985)
Warmia,
Masurian Lakeland, Hel 23.2 56 (6.03.1987)
Suwalki Region Chojnice 22.1 66 (2.03.1970)
Olsztyn 26.5 67 (4.03.1970)
Suwalki 34.6 84 (15.02.1979)
Stubice 12.5 42 (5.03.1965)
Pozna 14.4 46 (5.03.1970)
Zgorzelec 19.2 52(17.01.1979)
Wroctaw 15.2 42 (7.02.1963)
Lowlands Racibé6rz 17.1 41(19.02.1952)
Lodz 21.1 78 (1.02.1979)
Warszawa 21.1 70(31.01.1979)
Biatystok 29.6 78(19.01.1970)
Terespol 23.9 65(19.01.1970)
Kielce 22.5 58 (20.02.1952)
Uplands Lublin 24.8 50 (25.01.1979)
and Carpathian
piedmont basins Krakow 24.0 85 (6.02.1963)
Rzeszéw 24.0 53(12.03.2005)
land Mean value 22.0 60 -
Polan: Min 125 37 (29.01.1979,
(83 stations, ; ;
. (Stubice) Legnica)
non-mountainous
area) Max 38.1 100 (18.03.1962,
(Makow Podh.) Makéw Podh.)

Mean value of snow cover thickness in December-Malnc

The mean long-term snow cover thickness for ajlsda December-March
(4 month) period oscillated from below 2 cm in Beczecinska Lowland and the
north part of the Lubuskie region to over 10 cntha north-east edges of Poland
(Tab. 5). In the west of the country, the meanegluere within the range of 2-3 cm.
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In the Pomerania Lakeland, the mean snow covekribgs was higher than 4 cm,
in Warmia and Masurian Lakeland — 6-9 cm, centodai®d — 3-4 cm, central east
of Poland — from 4.5 cm to 6.5 cm, and in the Lek&lHighland it increased to
over 6 cm. During the most snowy seasons, the sabfighis parameters were
several times higher.

Total thickness of snow cover in October-May

Daily totals thickness (depth) of snow cover gaverery good synthesis of
snow conditions in a season because this paransetigtermined by both the
number of days with snow cover and its thicknesgr@cteristics of temporal and
spatial variability of this indicator reflects alstgperfectly the mean thickness of
snow cover in December-March period calculatedafbdays of this period. The
mean long-term values total thickness of snow cogeillated between 200 cm in
the south of the Szczecinska Lowland and nortthefliubuskie region to over
1 500 cm in the north-east fringes of Poland (TabFig. 7). Spatial variability

<00_?‘

7??//7% 7

Fig. 7.Mean annual total thickness of snow cover (cnf)961-2008
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confirms general trends presented here. Snow imdemsified as the influence of
oceanic climate weakens (and continental climatluénce grows) and with
growing altitude above the sea level. The increbskness total of snow cover
was clearly visible towards north-west, and to éestegree, south-east and east
directions. Mean seasonal total thickness of snoveicin Suwalki was over sev-
en times higher than in Stubice.

Long-term variability of this indicator was alsery high. During the snowiest
winters, its values rose to 300% to even over 880%ng-term mean values (on
the average, during the most snowy winter seas@rgs 520% of the norm in Pol-
and). The absolute minima of this indicator during least snow winter were less
than 10%, 6% on the average. In each particulasosedotal thickness of snow
cover deviated from the norm by 100% on the aveira®land.

During the most snowy winter seasons, the totalnow cover could reach
over 1000 cm in the area of Poland and rise ovef @& in the north-east (e.g.
winter of 1969/70). In the least snowy winters,stndotals oscillated from few
centimeters in areas with the least snow in climatiale to over several dozen
centimeters in the most snowy areas (e.g. winté®a@#/75).

Long term variability of snow cover occurrences

The study of the analysis results showed thatrbst reliable parameters of
snow cover conditions of winter were:
» the number of days with snow cover,
» total thickness of snow cover,
» Paczos snow cover index (Paczos 1982) (Tab. 68kig.

This finding is supported by the fact that manlyeotresearchers use these in-
dices for classification of snow cover conditionswinters (Paczos 1982, Chrza-
nowski 1986).

The highest variability in particular winter seasshows total thickness of snow
cover and the least — indicator of the number g&deith snow cover. Paczos snow
cover index, which combines two first indices, seanoderate variability. In case of
the most snowy winters, the total thickness of snower was c. 390% of norm, for
the least snowy it was 12-14% of the norm. In cdgbe number of days with snow
cover, the maxima reached almost 200% of normtlanchinima — c. 25%.

This means that the most snowy winters charaerizy indices describing
snow cover occurrences and its thickness are ddsiatified than using only the
indicator describing the number of days with snawet.
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Winters with the most intense snow cover conddiomre: 1969/70, 1962/63,
1978/79, 1986/87, 2005/06, and 1995/96. Wintersh wulite least snow were:
1974/75, 1988/89, 1989/90, 2006/07, 2007/08, artd)/64..

Table 6. Winters with the most and the least snow coveditamms in Poland (averages from 83
stations) in 1951/52—-2007/08 depending on the sefeof snow cover indices

a) the most snowy winters

Number of days with Meart thickness Total thickness
Paczos snow
No.  snow cover oflcm  of snow cover (cm) of snow cover (cm) cover index
in Oct-May in Dec-Mar in Oct-May

1.  1969/70 121.3 1969/70 21.2 1969/70 2628.7 1969/70 5.21
2. 1995/96 108.3 1978/79 18.3 1978/79 2185.8 1978/79 4.34
3. 2005/06 101.3 1962/63 16.3 1962/63 1935.6 1962/63 4.28
4. 1962/63 95.8 1986/87 13.3 1986/87 1601.1  2005/06 3.84

5. 1978/79 90.9 2005/06 10.8 2005/06 1315.2 1986/87 3.78

b) the least snowy winters

Number of days with Meart thickness Total thickness
Paczos snow
No. snow cover oflcm  of snow cover (cm) of snow cover (cm) cover index
in Oct-May in Dec-Mar in Oct-May

1. 1974/75 20.3 1974/75 0.5 1974/75 63.0 1988/89 0.52
2. 2006/07 224 2007/08 0.7 1960/61  107.5 1989/90 0.61
3. 1988/89 22.6 1988/89 0.7 1988/89  110.9 1974/75 0.61
4. 1989/90 26.3 1989/90 0.8 2007/08 122.2 2006/07 0.71

5.  1960/61 273 1960/61 0.9 1972/73  150.7 2007/08 0.73

! mean value of all days in December-March period.
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Fig. 8. Snow cover conditions in winters according to stelé indices of snow cover occurrences in
Poland (mean values from 83 stations) in 1951-2008

CONCLUSIONS

1. Among the analyzed snow cover indices, the modulisaes are those in-
dicating the number of days with snow cover ocawes and the total thickness
of snow cover during a season (October-May).

2. Snow cover tends to last longer and be thickehasrifluence of the ocea-
nic climate lessens, i.e. the snowiness increases the west towards the east.
The altitude above the sea level has a modifyifecebn snowiness.

3. Spatial distribution of snow cover occurrences shdigh variability in
Poland (e.g. the number of days with snow covah@north east is three times
higher than in the Szczecin Lowland on the average)

4. Potentially, winters in the west of Poland may beveless, however the
probability of such winter is very low (in the pedi of 1951/52-2007/08).
A snowless winter was registered once on one stainty (Stubice 1991/92). The
maximum number of days with snow cover in the Pdiisvlands may be ca. 145
days or more (almost 4 months).

5. The extremely early dates of the first snow coveruorence in a season
and extremely late dates of its appearance argaomd indicators of snowiness
characteristics of a climate. On the average, soover in Poland may be ex-
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pected to linger for ca. 54% of days in a yeannfritne beginning of November
till the end of April.

6. The maximum absolute thickness of snow cover (wksaiot a good indi-
cation of snowiness characteristics of a climagaches over 50 cm in the large
part of Poland, however it never exceeds 1 met@c( on the average). In fact,
the average maximum snow cover thickness is muaileamfrom 15 cm in the
west to 25-30 cm in the east of Poland.

7. The total thickness of snow cover in a season,igedging a rather ab-
stract value, is a very good indicator of climat®winess because it integrates
the fact of snow cover occurrence and snow covekriess. During the most
snowy seasons, the values of this parameter anees higher than the long term
average values which is a good reflection of théabdity of climatic snowiness
of winters in Poland.

8. In the analyzed multi-year period (of over 50 ygaitsere were several ex-
ceptionally snowy winters (occurring statisticadlyery 10 years). Generally, the
snow cover thickness parameters show relativelly taggiability while the varia-
bility of snow cover occurrences indicators is lowghe winters with the most
snow are the result of uninterrupted lingering mdw and consequently its accu-
mulation and better resistance to melting (duedezing).

9. The most snowy winters occurred in: 1969/70, 19821®78/79, 1986/87,
2005/06 and 1995/96. The winters with the leasivsmere: 1974/75, 1988/89,
1989/90, 2006/07, 2007/08 and 1960/61.
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INTRODUCTION

Snowfall and snow cover constitute important conguas of the climate sys-
tem and are sensitive to change in this systeneces}y thermal change. For this
reason they are regarded as leading indicatorénodte change (Huntington et al.
2004, Keet al 2009. Studies of long-term snowfall mostly tend to fscon
mountain-located weather stations or high latitug@eg. Przybylak 2002, Fgrland
and Hanssen-Bauer 2Q0Rupikasza 2008) where most precipitation is sdid.
moderate latitudes there is a limited access taildeif precipitation type. Snow-
fall variability in time is not very well researatheespecially in Central Europe,
even though snowfall accounts for much of the ahprexipitation in this region.
The only Polish studies on this matter relate ® ¢ity of Krakow (Twardosz
2002-2003, 2003).

Some of the latest research into the variabilitgt totals of snowfall in Can-
ada and the US (Groisman and Easterling 1B@kel et al. 2007) and in China
(Ke et al 2009)found trends of various scales and directions wlighe not
always statistically significant. In the Canadiarctfc significant trends in snow-
fall totals were found during the period of 19549 but without a significant
change in their share of the total precipitatiorzyBylak 2002). In the Norwegian
Arctic the share of snowfall in total precipitativas on the decline during the
last decades of the 2@entury (Fgrland and Hanssen-Bauer 2003).

Numerous studies found atmospheric circulationaeeha significant impact
on precipitation, especially at moderate latituithehe northern hemisphere. The
NAO influence on precipitation in Europe is welladonented (e.g. Wibig 2001),
just as is the influence of regional indicatorsatrhospheric circulation on pre-
cipitation in Central Europe (e.g. Niediedz et al. 2009). There are also studies

U The paper was produced with support from the rebgaroject No. N N306 119936 funded by the
Ministry of Science and Higher Education.
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that found a significant impact of NAO on snowfall eastern USA (Hurrell
1996, Hurrell and Dickson 2004, Durketal 2007) and on the number of days
with snow cover in Eastern Europe (Bednorz 2G0w) in Poland (Falarz 2007).

The objective of this study is to investigate Idegn variability of snowfall
in Krakow using the number of days and total sndvefiad to identify a relation-
ship between snowfall and atmospheric circulatibtih@ macro and mezo synop-
tic scales.

DATA AND METHODS

This study used a 58-year record of precipitati@asurements and details of
their type from Krakow (1951-2008). Days with snalfwere defined at0.1
mm. The paper consists of three main sections. fifbiesection discusses the
long-term variability of the date of the first aladt day of snowfall and the dura-
tion of the snowfall season. The snowfall seasorthe duration of the snowfall
occurrence) is defined as the number of days betwexfirst and last snowfall of
the year. In Krakow the potential snowfall seastefined as the number of days
between the date of the first and last snowfallsuezd over the entire study pe-
riod, lasts from October to May. The second sedtiiscusses trends in the num-
ber of snowfall days and snowfall totals over avelall season and in each indi-
vidual month from November to March. These monttesenselected because
their snowfall frequency provided sufficient data finear regression analysis.

A simple least squares linear regression was usedltulate the magnitude
and sign of trends, while their significance wasted with the non-parametric
Mann-Kendall test. The statistical significancepoécipitation trends is usually
lower as compared to other climate elements diks targe spatial and temporal
variability. Therefore, a lower significance lexkan most other studies was used
(Rapp 2000, Hansel 2009). All the snowfall paramsekad their trends calculated
over the whole study period 1951-2008 (referreédigdong-term trends) and in
moving 30-year periods, i.e. 1951-80, 1952-81 amdm until 1979-2008 (re-
ferred to as short-term trends). In this way it \wassible to assess the stability of
the trends and to identify short-term, but sigmifit changes. Monthly short term
trend magnitudes are expressed in percentage odge/enowfall characteristics
from the whole studied period (Fig. 2B and 3B),sthabtaining relative trends.
The relative trend magnitudes are comparable régsadf monthly differentia-
tion in average values of snowfall characteristind various units of these char-
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acteristics (number of days, mm). Both trend andtixee trend magnitudes are
given for monthly characteristics of snowfall withthe text.

In the final section, the study identifies the iropaf atmospheric circulation
on the number of snowfall days and snowfall totd@lse North Atlantic Oscilla-
tion index (Hurrell 1995) was used as the measure ofesgnoptical circulation
while the mezosynoptical circulation was describgdegional types and indica-
tors of atmospheric circulation determined usindassification for southern Po-
land by Niedwiedz (1981, 2000, 2009).

The NAO index was defined by Hurrell (1995) as tibemalized pressure dif-
ference between a station on the Azores and orleetend. We applied an ex-
tended version of the index based on the normalisesisure difference between
Gibraltar and Reykjavik (Jonest al 1997), updated on the Climate Research
Unit website (http://www.cru.uea.ac.uk/cru/data/hém). For the purpose of this
analysis, three simple indices were derived throongidification of the method
proposed by Murray and Lewis (1966) using the nundfedays with specific
circulation patterns (Niesviedz 2000), i.e. western (W) circulation, southern (S)
circulation and cyclonicity (C). The Western ciratibn index (W), expressing
the intensity of westerly circulation within thermy was measured by the summa-
tion of scores (points) for days with differentetitions of air flow as follows: +2
for W, +1 for NW and SW types, -2 for E, and -1 tigges NE and SE. Positive
values of this index occur when there is a distpredominance of air advection
from the west, while negative values point to argjreasterly air flow. A recent
modification of this index involved dividing the & of the scores by double the
number of days in the month and the result wasesgad as a percentage. The
percentage values of the W index range from —108&stérn advection on all
days) to +100% (western advection on all days). ifldex of Southerly circula-
tion (S) was calculated by the summation of scatkxated as follows: +2 for
type S, +1 for types SW and SE, -2 for type N, ahdor types NW and NE.
Hence, high positive values of index S point toiatensive advection of air
masses from the south, while negative ones potherao advection from the
north. The percentage values of the S index raraga £100% (northern advec-
tion on all days) to +100% (southern advection lbdays).

The third index, the Cyclonicity index (C), was falto have the highest im-
pact on precipitation patterns in Central Europee@viedz and Twardosz
2004). This index was calculated by the summatibscores (points) for days
with particular forms of circulation as follows: #@r centre of cyclone Cc or
trough Bc, +1 for other cyclonic situations Nc (h&rn cyclonic), NEc, Ec, SEc,
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Sc, SWc, Wc, and NWc, —1 for anticyclonic advectigpes Na (northern anti-
cyclonic), NEa, Ea, SEa, Sa, SWa, Wa, and NWap+2dntre of anticyclone Ca
or wedge Ka. Thus positive values of the C indeama measure of domination
of cyclonic types of circulation over anticyclorooes during the particular period
(month, season, year). The percentage values df timelex range from —100%
(a cyclone centre Cc or cyclone trough Bc on ajisflao +100% (an anticyclone
centre Ca or an anticyclone wedge Ka on all ddgdex C for Poland is not well
correlated with the NAO (Niemviedz 2000), and can therefore be useful as an
additional tool in explaining the variability ofguipitation.

The relation between snow precipitation and cittotaindices was investi-
gated by calculating Pearson’s and Spearman’slatime coefficients, separately
for the snowfall season (October-May), winter seaddecember-February) and
each month.

SNOWFALL CHARACTERISTICS
The data of the first and last snowfall

In Krakow the first snowfall occurs on average 6r\bvember. The earliest first
snowfall was recorded on 15 October 1997 and ttestlan 22 December 1953,
which means that there is a range of 69 day. Duhegtudy period, the dates of first
snowfall followed statistically significant trendsignificance level p = 0.097), as
a result of which the first snowfall occurs now egqimately 10 days earlier than it
did in the mid-28 century (the trend is 1.7 days per 10 years). @eestudy period,
the first snowfall dates varied very little (onl¢ tlays) between the late 1960s and
late 1970s and then, beginning in the early 1980s,variability rose significantly
(Fig. 1A). Short term trends were not statisticalfynificant (Fig.1B).

The last snow of the season falls on average omM&h. The earliest last
snowfall was recorded on 7 February 2006 and tiestian 12 May 1977 giving
a range of 95 days. In the long-term, the lastwlidly snowfall followed a differ-
ent variation pattern than the first day. There evao significant long-term
changes, but strong short-term trends (Fig.1A)thkn 30-year periods from the
beginning of the study period until virtually thedeof the 1980s, these trends
were statistically significant and pushed the efithe snowfall season towards
spring at a rate of up to 13 days per 10 yearsmRtee end of this period, the
trend directions continued until the end of 1990w, was no longer significant.
The trend magnitudes dropped rapidly from the 38-yeriods starting in 1959
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to just approximately three days per 10 years. tfdred then reversed during the
30-year periods of 1968-99 and the dates were asargly earlier. These trends
had an average rate of six days per 10 years arelstatistically significant from
the mid 1970s until the end of the study periode Tid-1970s included a land-
mark season in 1976/77 when the last day with salbi¥gan to move very con-
sistently towards winter (Fig. 1A). This tenden@esis compatible with the ob-
served growth in air temperature, especially vesiloh February and April
(Piotrowicz 2007).

Duration of the snowfall season

The average snowfall season in Krakow lasts 13&.dByring the period
studied, the longest season lasted 176 days (2806€rctl991 — 20 April 1992)
and the shortest had only 58 days (22 December 2953February 1954). There
is a long-term increasing trend which is statistycaignificant (p = 0.067) over
the entire study period, but the actual period rdusivhich the snowfall season
was extending only lasted from the beginning ofghgod until the early 1980 s,
when it had grown from 121 to 166 days (i.e. bydd§s). At the beginning of the
1980s, the trend reversed and the snowfall sedsegan to shrink, albeit at a
much slower rate than they had previously expar{@eg1A). The character of
the changing duration of snowfall season is wedlleoted by trends identified
over the moving 30-year periods, which eliminate #horter than 30 year fluc-
tuations and generalise the long-term picture.llrB@year periods of the 20
century, the snowfall season expanded (Fig.1Bbialhyji, these trends had a mag-
nitude of up to 15 days per 10 years, but it griguiminished to two days per
10 years in the period 1970-99. These changes statistically significant until
the end of 1980s. During the 1970s, the trend sexkrand the snowfall season
began to shrink. While the average magnitude ofdltkecreasing trends was four
days per 10 years, in a clear majority of casesliamges were statistically insig-
nificant (Fig. 1B).

Number of days with snowfall

In Krakow snow mainly falls in the winter months g&mber-February).
Peak snowfall is recorded in January (nine snovdajls on average), but is also
quite frequent in November (3.4 days) and Marcl8 @ays). Snow fell very
rarely in April (1.2 days) and October (0.3 days)l shere were only two cases of
snowfall in May.
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The average number of days with snowfall duringgbason (October-May)
was 34. The largest number of 67 days with snowfall observed in the season
1995/96, closely followed by 61 days in 1969/70d3§s in 2005/06 and 56 days
in 1962/63. The lowest numbers of 11 days with datbwvas recorded in
1974/75, followed by 12 days in 2006/07, 14 day$960/61 17 days in 1950/51.
The number of days with snowfall grew by approxiehaione day per 10 years
during the study period, but this was not statdtycsignificant like most of the
short-term trends (Fig. 2A, B). Despite a lack ighfficant trends in the number
of days with snowfall in the majority of moving 3@ar periods, it is worth not-
ing that these trend directions changed often hatltheir magnitudes gradually
increased (Fig. 2B). Positive trends were notedhduhe periods 1950/51-87/88
(0.8 days per 10 years on average) and 1966/67/28@Z.6 days per 10 years),
while negative trends occurred during the periodsf1959/60 to 1994/95.

Long-term monthly trends in the number of days véttowfall varied: they
were increasing in November, December and Marchdewdeasing in January
and February. None of these trends were statistisggnificant (Fig. 2A). Only
some of the 30-year trends were statistically §icanit. In January, most of these
trends showed a decrease and the statisticallifisagrt ones had an average mag-
nitude of —1.6 days (17.4% of average) per 10syaad were recorded during the
period 1962-1994. In February, the trends variatiwere insignificant. In March,
they showed a decrease during the periods from 939295 and an increase dur-
ing the periods from 1967-1996 until the end of shedy period. The latter trends
varied from 1.2 days (25.5% of average) per 10sydaring the periods 1973-2002
and 1978-2007 to 1.6 days (32.9% of average) pgeafs during the period 1972-
2001 (Fig. 2B.). In November, trends to an incresmminated and were significant
(0.8 days (25.6% of average) per 10 years) duhiagritial 30-year periods (1951-
86 except 1955-94) (Fig. 2B). In December the stesnh trends followed the over-
all patterns of the snowfall season. Significardrges in that month involved an
increase in the number of snowfall days by an &y 1.7 days (24.1% of aver-
age) per 10 years in the periods 1970 to 2001 2HY.

Snowfall totals

The highest monthly snowfall total is recorded dgrthe winter months, in
the same manner as the number of snowfall dayssidimg on average 18.5 mm
in January, 15.0 mm in December and 16.7 mm ind&alr The highest monthly
total of 65.6 mm was recorded in February 1952. a¥erage seasonal snowfall
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is 72.0 mm, while the extreme values varied fromiaimum of 25.3 mm in
1974/75 to a maximum of 148.1 mm in 1969/70 prauy@ range of 122.8 mm.
Other seasons with high snowfall included: 1999(@B7.5 mm), 1995/96
(232.5 mm) and 2005/06 (131.9 mm). Seasons withsloewfall included 1960/61
(27.5 mm), 1990/91 (31.9 mm) and 2006/07 (34.2 nihg positive trend discov-
ered during the study period was not statisticsiliyificant (Fig. 3A). There were
several short-term trends, but they were also mosit significant because of
a considerable degree of change between subsespmnfall seasons (Fig. 3B).
There was, however, a visible regularity in thersterm trends, which was to
a certain degree linked to the temporal variabtifythe trends in the number of
days with snowfall. Snowfall totals were gener#fiynd to be on the increase dur-
ing both the early and late 30-year periods (1988 7land 1970-2008). The magni-
tude of the trends was clearly higher in the lpgiods. In the middle of the study
period, i.e. in the 30-year periods between 19501898, the snowfall totals were
decreasing. Some of these changes were statigagtiificant and their magnitude
was up to approx. —10.0 mm (14.3% of average) Pgedrs (Fig. 3B).

Snowfall totals decreased over the study periathdwall of the months stud-
ied apart from November, but only in December wasttend weakly significant
(p = 0.150). There are two to three characterpitods in the long-term monthly
totals. In the winter months (December-Februarg® short-term trends were
mostly towards a decrease. In January, this tresw aonsistent in 30-year peri-
ods from 1961-2004, including a statistically sfgr@int change of —3.8 mm
(20.1% of average) per 10 years in the 30-yeaogstin 1962-1995. In February
and December, most of the short-term trends wetratatstically significant and
showed a decrease (Fig. 3B). With regards to Mdiddre were some periods,
beginning in 1971, in which there was a statislycaignificant trend to growth.
November had the largest number of statisticatipiicant short-term trends and
these were observed until the end of th8 @0(Fig. 3B). The statistically signifi-
cant increasing trends observed in the periods -1982 and in 1956-85 aver-
aged at 2.9 mm (34.9% of average) per 10 yearde e figure for the periods
1964-1996 was —2.1 mm (24.5% of average) per 1fsyea
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SNOWFALL AND ATMOSPHERIC CIRCULATION

Snowfall studies tend to underline the importanicéhe North Atlantic Oscil-
lation (NAO) in determining snowfall frequency (e@urkeeet al 2007). Other
studies also identify synoptic situations that favenowfall, especially intensive
snowfall (Spreitzhofer 1999a, Bednorz 2008).

The NAO index represents westerly air flow and #igantly determines
snowfall occurrence in Krakow. Correlation coefficis between NAO and snow-
fall characteristics are statistically significgnt= 0.05) in all of the months and
snowfall seasons studied (Tab. 1). Larger coratbefficients were obtained in
the case of days with snowfall. Between Novembaer ldiarch, the NAO index
explained ca. 27% of the variability of days withow/fall and ca. 20% of snow-
fall totals.

The phase of the NAO index had a significant imgactthe snowfall char-
acteristics in question. Figure 4 shows monthlyords of snowfall days and
totals (expressed as a percentage of their lomg-tarerage) during the nega-
tive, neutral and positive phases of the NAO. Badhiables were significantly
higher than the long-term average in all of the therduring the negative NAO
phase. The influence of this NAO phase on snovifiadrakow is demonstrably
greater in February and March. In March, snowfakwea. 64% more frequent
during that phase than on average and even in Oserwhen the NAO influ-
ence is the weakest, there is ca. 30% more snotkiat the long-term average.
During the positive NAO phase, snowfall is lesgyfrent than average, includ-
ing by ca. 17.8% in December and by 34.3% in NovamAlso during the neu-
tral phase, the snowfall frequency is lower thaerage, but the difference is
much smaller than in the case of the positive phbhsdanuary, the snowfall
frequency during the neutral phase is identicath® overall average (Fig. 4).
The relationship between snowfall totals and NA@g#s follows a very similar
pattern to that of snowfall frequency. The amouinsmowfall during the nega-
tive phase is higher than the monthly averagesdbywden 39% (December and
January) and 69% (March). During the positive aadtral phases, the amount
is less than average. It is noteworthy that théetbhce between the average
number of snowfall days during the negative andina¢phases is the greatest
in January (by 26.3% of the long-term average) lewith the snowfall total it
is greatest in February and March (by 28.0% an@%3of the long-term aver-
age, respectively).
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Table 1. Correlation coefficient between snowfall charasties (number of snowfall days and
snowfall totals) and the circulation indices

NAO — North Atlantic Oscillation, W — western citation index, S — southern circulation index, C
— cyclonicity index, P — Pearson correlation coégfit, S — Spearman correlation coefficient,
bolded values mean statistically significant catieh ata<0.05

Circu-

Number of snowfall days

lation Corre_la_ttion Nov- Sec.
index coefficient  Nov Dec Jan Feb Mar oy eb
NAG Sp -0.375 -0.354 -0.453 -0.428 -0.347 -0.376 -0.443
P -0.363 -0.349 -0.512 -0.448 -0.382 -0.431 —0.489
W Sp -0.124 -0.305 -0.495 -0.224 -0.111 -0.179 -0.438
P -0.090 -0.430 -0.540 -0.280-0.170 -0.338  -0.558
S Sp —0.308 -0.051 -0.264 -0.554 -0.347 -0.093  -0.256
P -0.330 -0.120 -0.230 -0.580 -0.340 -0.052 -0.171
c Sp -0.021 0.042 0.166 0.095 0.119 —0.065 —-0.038
P 0.020 0.040 0.130 0.130 0.140 -0.090 0.034
Snowfall totals
NAO Sp -0.414 -0.302 -0.339 -0.452-0.252 -0.332 -0.467
P -0.237 -0.260 -0.337 -0.373 -0.237 -0.342  -0.432
W Sp -0.160 -0.173 -0.283 -0.115 -0.039 -0.151 -0.333
P -0.060 -0.205 -0.340 -0.100 -0.070 -0.206 -0.384
S Sp -0.314 -0.114 -0.250 -0.494 -0.349 0.030 —-0.099
P -0.330 -0.090 -0.160 -0.510 -0.330 0.025 —-0.098
c Sp 0.003 0.153 0.301 0.257 0.135 0.094 0.300
P -0.080 0.220 0.250 0.350 0.100 0.080 0.329

Looking at regional atmospheric circulation indi@esd considering the sea-
sonal values (Nov-May, Dec-Feb), the strongestetation is achieved with the
western circulation index W. For example in winiBec-Feb), 31% of the vari-
ance of the number of snowfall days can be explamethe variability of this
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index. Monthly number of days with snowfall sigo#ntly depends on the W index
in January and December. The relationships betamanfall totals and the W index
are significant only in January. An inflow of aipin west lowers both the frequency
and totals of snowfall. The relationships betwdensnowfall characteristics and the
S index are also negative. Snowfall dependench@istindex is statistically signifi-
cant only in case of monthly characteristics. Thimdgx significantly reduces the
snowfall both frequency and totals in November,réaty and March. This index
explains nearly 34% of the variance in the numibelags with snowfall in February.
The most frequent positive correlation of snowfdlkarely significant, is with the
Cyclonicity index (C). The C index does not sigrafitly influence the frequency of
snowfall in any of the periods considered. In pgle; it significantly increases the
snowfall totals only in winter (Dec-Feb) (Tab. IDcreased cyclone activity over
Central Europe is generally conducive to precipitatregardless of its type (Bednorz
2008, Niedwiedz et al 2009, Spreitzhofer 1999a, 2000).
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Fig. 4. Average values of snowfall characteristic (humifatays, totals) for NAO phases
These average values are expressed in percentagerafl seasonal number of days with snowfall
and snowfall totals respectively, from the peri®@b1-2008

CONCLUSIONS

1. Using a long and homogeneous record of daily pitatipn in Krakow
the study has shown that snowfall changes andebeed, sign and significance
of that change vary between the parameters inaetig Atmospheric circulation,
both at a macro and mezosynoptical scales, wasifeumave a significant im-
pact on snowfall change.
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2. The dates of the first snowfall and snowfall seadoration changed con-
siderably. Essentially the change involved an iasirggly early start of the snow-
fall season and its effective extension by cadays per 10 years. The date of the
last snowfall did not follow any significant longrtn trend, but there were some
short term trends. The latter trends were sigmifidaom the beginning of the
study period, when the last snowfall occurred e Bebruary or in early March,
to the end of the 1970s, when the last snowfalloed in the first half of May.

3. Over the study period, there is an insignificardréasing trend in the
number of snowfall days and in snowfall totals. Tdwek of a statistically signifi-
cant trend in snowfall in Krakow is generally coripie with the results of similar
research in various parts of the world where atgradability of trends was shown
with regard to this element of climate (e.g.: Ketrbl 1993, Keet al 2009, Kunkel
et al 2007). It may be surprising, however, that thera positive trend of these
parameters which would normally be associated Wwigher latitudes including
Canada northwards of 55°N (Groisman and Eastefl®®y) and those areas of
Eurasia where the average temperature stays bowoe a8°C (Ye 2008).

4. Despite the lack of a significant long-term tremeére were short term
trends during 30-year periods which were significancertain months. In No-
vember, both the number of snowfall days and trewsall total tended to in-
crease significantly during the short-term periads1951-1986. These trends
were reversed during the consecutive 30-year perafd1961-1998 when the
snowfall frequency was falling significantly androhg the 30-year periods of
1964-1996 when the snowfall total also diminishigghificantly. A falling trend
was also recorded in January during the consec@@+gear periods of 1963-
1996. March, on the other hand, displayed sigmfigacreasing trends in both
totals and frequency of snowfall during the fin@hgear periods of the study pe-
riod (starting in early 1970s).

5. The number of days and snowfall totals in Krakowpeated significantly
on the NAO phase. During the negative NAO phase twWo parameters are be-
tween 30% and nearly 70% higher than their mordilgrages. This influence is
at its lowest in December, but grows rapidly asshewfall season progresses to
peak in March.

6. Among the regional circulation indices the W indes the greatest influ-
ence on both the frequency and amount of snowfd{lrakow in wintertime (De-
cember-February) (negative correlation r = —0.55® whe number of snowfall
days). The C index has a significant impact onstinfall total (positive correla-
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tion r = +0.329). The S index has a significant atipon monthly characteristics
of snowfall (in November, February and March).

7. The study of the role of atmospheric circulationshmaping snowfall re-
quires further research using longer observatioaros.
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INTRODUCTION

Global climate changes have recently become otieeafnost discussed topics
in scientific circles and in the world of politied the media alike. They raise
many controversies as a result of poor recogniioth understanding of mechan-
isms and phenomena governing the climate on onepl&dmong many questions
related to climate changes is the question hoveifft ecosystems will react to
them? What changes will occur in the intensity afssiand energy fluxes ex-
changed between ecosystems and the atmosphere?

To answer this question, scientists from differemintries have been carrying
out measurements of mass and energy fluxes exctidregeveen different eco-
systems and the atmosphere for many years. Magtdrgly measured parame-
ters are apparent heat, water vapor, and sinceatthe of 1990s, also carbon dio-
xide fluxes (kdziora and Olejnik 1996, Lest al. 1996). In order to estimate the
volume of this exchange number of measurement igobs have been intro-
duced, but in recent years, the most developetiegsetidy covariance method.
The theoretical bases of this method have been krfiowvmany years (Reynolds
1895, Swinbank 1951), however, the high technieglirements expected from
the equipment that is collecting, storing and psso®y the measurement data
have caused that only the development of modertrelgcs allowed its wide
implementation in field conditions (Wofsy 1993).

In the past 20 years, the eddy covariance (EC) adetias been spread around
the world, but the high costs of equipment contalntits its range of application.
In Poland, continuous measurements of, @ BO fluxes measured with the EC
method were started on wetland ecosystem justeiryd¢iar 2003. A lot of research
projects, using the networks created on the bddisiotype of greenhouse gases
monitoring stations, were established much eaitighe world. They were used,

BThe study was financed by the European Communiixth $ramework Programme under con-
tract number GOCE-CT-2004-505572 (CARBOEUROPE-IP).
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and most of them continue to serve this functioncbntinuous C®and HO flux-
es measurements (e.g. Boreas, CarboEurope and)dthebinetet al. 2000).

The results of the measurements of water vaporcamndon dioxide fluxes
exchanged between Rzecin wetland and the atmosph2894 are presented in
this paper.

The aim of this paper is to show the seasonal tvanis of water-use efficiency
(WUBE). Presumably, the value of this coefficient vamgslically with a change
in the quantity of radiation and temperature.

MATERIALS AND METHODS
Study site

The results presented in the paper are based osursezents carried out on
peat-bog from January till December of the yeard2ahe wetland area is located
close to the Rzecin village in the north-westerrt pathe Wielkopolska Region,
about 80 km far from Poznan in the north-west diveq52 45'N, 16 18'E, at an
altitude of 54 meters above sea level). The ardheobog is about 140 ha. About
34 ha of wetland is occupied by Rzecin lake, wiiéctm the phase of strong over-
growing. Currently, this bog has a temporary charaand the main plant species
found there are as followSphagnum sp, Dicranum sp., Carex sp., Phragmittes
communis, Typha langifolia, Vaccinium oxicoccuspderra rotundifolia, Potentilla
palustris, Ranunculus acris, Menyantes trifoliagéc. (Wojterska 2001).

The average annual air temperature and precipité&i8.5C and 526 mm, re-
spectively. Westerly winds prevail (Faedtal.2004).

The measurement tower was placed in the middiéebbg (Fig. 1). Before
selecting the exact location where the measuretoamr should be constructed,
the interaction area was analyzed by means ofttlehastic model of Lagrangian
(Kljun 2002).

The required stability of the measuring instrumemés achieved by using a
platform built on 36 pine piles with the averagedth of 10 m each. A steel
tower with the square cross-section of 1 m anchtight of 2 m was attached to
this platform. A 1.5 m high mast was mounted inrfiddle of it, on top of which
the EC system is installed. The whole construdtias the height of 4.5 m.

After building a stable platform and the measuningst, all sensors were in-
stalled on it. The entire system was supplied wi#ctricity, transmission cables
and a data acquisition module. All data were ctdigéchrough the system of data
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transmission and power control monitored by thennsé&ering computer locat
about 500 maway from the measuring tow

Fig. 1. The aerial phot@f the measurement site. The black — the location of the ddy Cova-
riance measuring tower

Theory of the eddy covariance method

In order to estimate C, and HO fluxes theeddy covariance method (EC) w
used. The measuring system consists of two basioegits: an ultrasonic e-
mometer and @as analyzer. These devichave to pgorm measurements wi
thefrequency of 10 Hz or high, in order to meet theemands of the method.
practice, the most commonly used frequency is 20lithis way the mease-
ment system provides data on the fluctuations dioa air movements and n-
centration valuesf the studied ga

The eddy covariant method is highly recognizdaly researchers because of
simplicity with which it expresses the fles values obtained from thellecteddata.
The mathematic, general notation of this methodoegpresented as follov

F=wp+wp' 1)
_ =

flux of any scalar value (umol? h?),

the average value of scalar quar (temperature (Kjor energy
or substance densitumol m®) for gases,

fluctuations of the scalar val,

the average value of vertical component of winaeiy (m sb),
fluctuations of veical component of wind velocitym s*).

where: F

© ©
I |

2 =
|
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From equation (1) follows that the total verticlixf of any scalar value is the
sum of the average vertical mass flux (téjrand turbulent flux (ternil) (Mon-
crieff et al. 1997, Weblet al. 1980). The second term of equation (1) is the cova
riance of the vertical component of a wind veloatyd the scalar value, whose
flux we are interested in this term determinesdherage value of the product of
momentary deviations of the vertical component @fitad velocity and the scalar
value from their mean value and describes the kembunass and energy exchange
between the active surface and the atmospherefirfhéerm of equation (1) is a
mass flow caused by the vertical, non-zero windaigl component. As it follows
from the above equation, to calculate the flux bae to assume a time period in
which the covariance and the mean of measureds/ahmuld be calculated. This is
the so called integration time, which is usuallsuased to be 30 minutes.

During the calculation of fluxes several commonted and recommended im-
provements were applied. One of them is the Mo@raiment (Moore 1986), con-
sisting of shifting of series (relative to eachesjtof the vertical component of wind
velocity values and the scalar values. The airo it the largest covariance val-
ues obtained for each shift between these selfiigs.|8ads to correcting an error in
the flux calculation resulting from the fact thhetinstruments included in the sys-
tem are located at some distance from each ottres (if centimeters). Spatial sepa-
ration of instruments means that, depending omihd direction, the studied por-
tion of the air first reaches first instrument after a while another one. This caus-
es some shift in the time of both measurementsand thus leads to underestima-
tion of the flux value (lower value of covariance).

The eddy covariance method has some limitations. @rhem is an incorrect
estimation of fluxes during stable atmospheric domus, when there is no turbu-
lences in the atmosphere (or turbulences are fifitisnt), because in such mo-
ments occurs a phenomenon known as flux non-staitgn This means that the
spot measurement is unrepresentative for the sedvéyxes (Baldocchi 2003).
Fluxes estimated based on the parallel measurersantied out at a different
height above the surface of the studied ecosysteaidabe completely different
than those calculated based on the EC measureniéngsis caused by the fact
that the developed boundary layer is not yet ftolyned. The measurement data
collected in such period should be excluded, aghisrdata the theory of cova-
riance cannot be applied.

In order to determine the time when there was @efii turbulence in the at-
mosphere, the test on the threshold value of dictielocity was performed (Gu
et al. 2005, Urbaniak 2006). Data measured at the timenvwthe value of friction
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velocity exceeded the previously established tlulestialue for that place were
considered correct and used in further analyseshétsame time the data were
put to the stationarity tests according to the edoce described by Foken and
Wichura (1996). This procedure involves the caltoiteof the covariance of the
vertical component of a wind velocity and the scakdue (e.g. C@and HO) for
each five minutes of every half an hour. If therage of the covariance obtained
in this way did not differ more than 30% from thevariance calculated for the
entire half an hour, it was considered that, inghen half an hour the flux was
stationary and such data were qualified for furtimalysis.

Experimental setup

The concept of the measuring system applied instiidy was fully developed
and implemented in the Meteorology Department & Boznan University of
Life Sciences (Olejnilet al.2001).

The measurement system consists of an acousticcamet®r used to measure
fluctuations in the wind velocity (R3 Gill Instrumies, Lymington, United King-
dom) and a spectrometric gas analyzer with an @agh (LI7500 LI-COR Inc.
Lincoln, NE, USA) used to measure fluctuationsha toncentrations of the car-
bon dioxide and water vapors in the atmospheretrdason Manual LI-7500
2001, Omnidirectional..2004). This instrument relates the contents ofntleas-
ured gas to the volume of the measurement patls. Mbans that factors, such as
barometric pressure and air temperature affecirtbasured values. In order to
overcome this problem the Webb, Pearman, Le{(MMgL) correction was applied
(Webbet al. 1980).

The anemometer, thanks to the three-dimensionasunements of wind vec-
tor (the independent measurement of horizontalvamtical components) allows
also to measure the fluctuations of the air tempesgKaimal and Gaylor 1991).

The atmospheric pressure was measured by a fasingiag sensor (Electron-
ic Kest, Poznan, Poland), which allowed to do tbeection of CQ and HO
concentrations in respect to fluctuations of agssure.

The data from the above mentioned instruments wansmitted in an analog
way to an analog-digital converter (Data-logger KEG, Kest Electronic, Poz-
nan, Poland), which processed at the rate of 4thklzlata and sent them to a PC
using a standard RS422 interface. The programdta acquisition saved them on
this computer's hard drive by creating successige €ontaining all the data col-
lected in a given half an hour.
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In addition to the eddy covariance system measuresyigasic meteorological pa-
rameters were measured simultaneously. Air temyreréfa) and relative humidity
(RH) were measured by means of HMP90Y sensor (Vditakinki, Finland). These
measurements were conducted at four heights: .50, 2.50 and 4.50 m above the
ground level. Moreover, the measurements of siptFature Ts) were carried out,
using semiconductor thermometers installed atat@Wing depths: 0.02, 0.04, 0.06,
0.10, 0.20 and 0.50 m below the ground surface.nié&surements of the short and
long wave radiation of the active surface weregoeréd by CNR1 sensor (Kipp &
Zonnen, Delft, The Netherlands). Additionally, pamte CM3 sensor (Kipp & Zon-
nen, Delft, The Netherlands) was used to measwrdotal radiation Rg and net
radiation Rn) (NRLITE Kipp & Zonnen, Delft, The Netherlands).

Photosynthetic photon flux density (PPFD) was messy the following
sensors: SKP 215 (Skye Instruments Ltd., UK) an8HBFDelta-T Devices Ltd.,
Cambridge, UK). All instruments used for radiatimeasurements were installed
at the height of 2.50 m above the ground. The eiaeps BF3H sensor that was
installed at the height of 3.20 m. The soil heak fivas measured with four soil
plaits HFPO1SC (Hukseflux Thermal Sensors, Delfie Netherlands) installed at
the depth of 0.02 m. Precipitation was measurel wib instruments: a Hellman
rain-gauge, which recorded a daily precipitationl &G2-M cradle rain-gauge
(ONSET, Pocasset, MA, USA) equipped with a heaélenent of autonomous
design (heating switched on at temperatures bef@y, 5vhich allowed carrying
out automatic precipitation measurements also imewiperiod. Data from this
rain-gauge were recorded on a HOBO recorder (Oidmtasset, MA, USA).
Other data from the above mentioned sensors wemded on KEST32 data-
logger (Electronic Kest, Poznan, Poland).

The measuring system, in spite of its modernitgsdoot ensure 100% data cov-
erage during measurements. One of the reasons xp&sned earlier (no turbu-
lence), in addition, there are failures such aseposutage and data transmission
interruptions, which increase the number of gapthéndatabase. The overview of
seasonal and daily flows of measured fluxes regu@inpplementing these gaps.

M easur ements of car bon dioxide fluxes

In the case of completion of the gaps in the, @Xes data, a procedure relying
on the empirical models describing the exchanghisfgas was used (Falgaal.
2001). This procedure is based on the divisiorhefrheasurement period into day
and night sessions and applying the appropriateutar in the case of each of these
periods (Urbaniak 2006). Michaelis-Menten (1913)delowas used in order to
estimate the daily flux, following Carrara and team (Carrarat al.2004):



114

-0 PPFD (2)

NEE= 1-(PPFD /2000)+(c. PPFD/GEP ) Raay

where:NEE — net ecosystem exchangempl CO, m? s%), calculated from the

formula:
NEE=F.+& 3)
where: F. — turbulent flux of C@measured using EC systepm(ol m?s?),
S - the quantity of C® stored below the measuring instruments

(storage) imol ni? s%).
The remaining elements in the formalare:
O - the ecosystem growth rajexfol CO, m? s*),
PPFD — Photon Flux Density of photosynthetic activeiatidn (mol
quantum rif s%),
GEPR,,x — gross ecosystem production for the "optimal” PPF
Riay — ecosystem respiration during the dasnél CO, m?s?).
Whereas for the nocturnal period the ecosystemregigm model of Schlent-
ner and Van Cleve (1985) was used following Fand Bloncrieff (Fang and
Moncrieff 2001):

FRE, night: W—FC (4)
atb 10
where: Fee g — flux density of nocturnal ecosystem respiratiool(m? %),
Tc — air or soil temperature (°C),
a, b, c — estimated parameters of the model.

The respiration model was used not only to estirtiadenet flux at night, but
also, after substituting the obtained values toftieula2 asRy.y, to assess the
ecosystem respiration during the day. As a resulhe used procedure it became
possible to draw up the course of the,@lGxes comprising the balance of this gas
exchange (Fig. 2). For easier understanding ofdahees of the individual fluxes they
are presented in this figure in (mgs1), (1 mol (CQ) = 44.01 g (CQ).

Relations between individual fluxes included in daebon balance of the eco-
system (Fig. 2) can be described using the follgwquation:

—NEE = NEP = GEP - R )

where: NEP — net ecosystem productivity,
GEP - gross ecosystem photosynthesis (or productjvity)
R - ecosystem respiration.
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Fig. 2. The annual course of NEP, R and GEP fluxes onifRe@tland in 2004. Points indicate daily aver-
ages, lines weekly averages (sign directions offit&es as in the equation (5))

M easur ements of water vapor fluxes

To fill the gaps in the water vapor fluxes a pragedbased on Penman and
Penman — Monteith formulas were used. Original Renfarmula was applied to
determine the impact on the evaporation of theofacbther than energy. This
allowed to estimate the conductivity of the surfarel aerodynamic resistance,
which were then used in Penman — Monteith formitee applied procedure for
completion of the gaps in the,® fluxes is rather complicated that is why its full
description is presented below together with thartcthat shows the successive
steps in the adopted procedure (Fig. 3).

1.ECdata (LE, u*,...)

2. areodynamic resistance

computing (ry,= f(u*,],...) 3. Surface conductivity

calculation from reversed

3. Surface conductivity
calculation from reversed

Penman-Monteith equation. T Penman-Monteith
LE value from EC equation. LE value from
maesuremets Penman equation
9Ce f(LE 5c...) 9Cec fiLEzc..)

4. Linear regresion.

—— ——

qCoey=a gCer + b
1

5. LE fluxes calculation with Penman-
Monteith equation

6.Gap
filling

Fig. 3. The diagram of the procedure of filling the gapthe database of latent heat flux values (LE)
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In the first place (step 1) the data gaps & Huxes in the database were found.
Then (step 2) the aerodynamic resistance was agdclby means of (6) and (7)
formulas (Gastlet al. 1999). The first one (6) was used, when the datm fthe
anemometer included in the EC system were available second formula (7) was
used when the data from the anemometer were nitélalea and only the horizon-
tal wind velocity measured by another anemometeragaessible.

ra=(/u*+2/k+¥/K)/u* (6)
where:
| — horizontal wind velocity (m,
u* — friction velocity (m 8),
k - von Karman constant amounting to 0.41,
Y - parameter describing the state of atmosphexility,
and:
rig= log(z d/zoml)klzog(z d/zo;,) (7)
where:
z - height of the wind velocity sensor placement, (m)
d - height of the zero-plane raising (m),
Zm — surface roughness parameter for the momentum (m)
Zn — surface roughness parameter for water vapohaatd(m).

Step 3 involved calculating the surface condugtifér the periods when the EC
system measurements were available, by transforfaémgman-Monteith formula.
The same was done with the values calculated bpsnefaPenman formula, which
were used to calculate the conductivity by invefethman-Monteith formula. The
next step (4) involved calculating the conductividues for the periods when evapo-
ration data gaps occurred. It required the linegrassion analyses with the conduc-
tivity values, calculated on the basis of the otdld material, as the independent data
and the values calculated with Penman formulaeasi¢épendent data. The values of
the surface conductivity obtained in this way wamestituted for Penman-Monteith
formula (step 5), and thus, the values of modeltaht heat fluxL(E) were obtained,
which then were used to fill the gaps in the dstia(6).

The above mentioned steps allowed conducting fakclyurate and precise es-
timation of the water vapor fluxes exchanged betwBeecin wetland surface
area and the atmosphere The course of seasonalvagte flux presented in the
form of its energetic equivalent — latent heat ftlensity LE) for 2004, after fill-
ing the gaps, is shown in Figure 4. According te piinciple adopted in the de-
scription ofLE flux, the flux outgoing from the surface has aifpes value, whe-
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reas it assumes a negative value when the water vandensate on the surface
of the ecosystem.

The data obtained from measurements and modeling thien used to calcu-
late the water use efficiency\MUE) by the studied ecosystem, in the period of the
whole year. This indicator is defined as the rafimet carbon assimilated in the
form of CGQ fluxes to evapotranspiration (formula 8); bothxéig have been de-
termined in mass units (Chenal. 2002).

Fc
Fhy0

WUE = 8
where:
Fc — netflux of C as CO(g m?),
Fho — water vapor flux (kg if).
In this case it is also assumed thRajo has a positive value when the ecosys-
tem surface gets rid of water (evapotranspiratamy the contrary when it gains
water (condensation).

I I I I I I I I I I I
10F ——F——+——d4————— -k ——f - —A———-—— bk —— 4= — —— —
I I I 9 I I I I I I I

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Month

Fig. 4. The course of annual LE fluxes on Rzecin wetlan@0d04. Points indicate the daily aver-
ages and lines weekly averages

This indicator combines well the variability of bostudied fluxes and pro-
vides the information on how much water must evaf@from the ecosystem to
allow it to assimilate a unit of carbon (C-@OThis means that the calculation of
this indicator makes sense only for the periodsnduwhich the absorption of
CO, occurred. Therefore, only the data from the periodehich bothNEP flux
andFy,o were positive were used f@vUE calculations. This reduces significant-
ly the amount of the data, since such situatiomesgilace only during daytime.
The data from the periods when the above conditiegr® met, are presented in
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Figures 5 and 6, for the fluxes of daMEP (C-CQ,) andF, o respectively. The
results of the calculations WUE index are shown in Figures 7 and 8.
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Fig. 5. Daily trends of water vapor flux over the wetlandRzecin. The trends over the measure-

ment periods are presented using Friedman smoothirtgchnique that selects the appropriate
degree of smoothness based on cross-validation
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Fig. 7. Daily changes in water-use efficiency (WUE) at Rzewvetland in 2004. The trends over the
measurement periods are presented using Friedmaatlsimg, a technique that selects the appro-
priate degree of smoothness based on cross-valid@hen et al.2002)
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RESULTS AND DISCUSSION

For the purposes of this study the fluxes wereutatied on the basis of the data
obtained directly from the EC system, these caliaria involved the triple rotation
and WPL correction. In this way the quality reqmemnts for the calculations of
mass fluxes were met, which have been describdiliterature over the past few
years (Aurel 2005, Baldoccht al. 1998,Black et al.1996, Lafleur 2003).

The gaps in the measurement data or data that tdmeet the above criteria
were supplemented by values obtained in the praaieapplication of carefully
selected and parameterized simulation models aénwatpor and carbon dioxide
fluxes (Aurel 2005, Falget al.2002).

Then, the data that contain positive valueslBP andF,, o were selected from
the daily data material. The flux values selectethis way were converted into
mass units and/UE values were calculated for each half an hour.

The analysis of the daiWUE courses was carried out for individual months.
Simultaneously, the analysis of changes in the ajes of daily runs oNEP and
Fu,0 values for each month was carried out.

The monthly breakdown is a subjective way of dmgdihe time series, but it
makes it easier to trace the seasonal variatiotfseistudied fluxes and the coeffi-
cient.

The net flux of CQ during the day, is the resultant of photosynthpsixess
and the ecosystem respiration. The process of phatieesis depends mainly on
the amount of ambient heat, intensity of photosgtithphoton flux density
(PPFED), environment chemistry (e.g. nutrient availap)litwater availability and
the development phase of plants. By contrast, theystem respiration depends
on the temperature of plants and the topsoil,reoikture and the available quan-
tity of organic matter in the soil.

In turn, the evaporation process is dependent pityman the availability of
water, energy, and the amount of water vapor dafay in the air (called vapor
pressure deficit(PD). Hence, one can say that evaporation is a pHysioaess,
rather than a biological-physical one. But in tlases of ecosystems covered with
vegetation, physiological processes of plants ¢paation) have a significant
influence on the evaporation process. In the cdse wetland, it appears that
transpiration is a small portion of the total flakwater vapor observed over the
surface of the bog.

Both the daily course of # (Fig. 5) and C-C®(Fig. 6) show a shape which
indicates the dependence on the amount of avaitabiant energy reaching the
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surface ecosystem. Each curve shows the elevatitheiafternoon, but its shape
is different for each month and it may be causediffgrent degree of vegetation
development.

Daily evapotranspiration

The shapes of average daily evaporation curves gyigeem to confirm the
supposition that the process of evapotranspiratiothe bog in Rzecin is affected
mainly by the physical factors, such as the amaiirdavailable radiant energy,
VPD, air temperature and surface area. The effectamitg activity on the inten-
sity of evapotranspiration is rather inconspicuoushis figure and this may be
either due to the comfortable water conditions I{mitations of available water)
in which the plants grow, or the fact that evagorafrom the surface soil (water
hollows) is significantly greater than the proces®vaporation from the plants’
surface.

Daily net ecosystem production (NEP)

Interestingly it seems that the smoothed curvesribdsg the value of the C-
CGO, flux in the first half of the day are inclined atgreater angle than in the af-
ternoon (Fig. 6).

This asymmetry is most pronounced during the summmths. The first fac-
tor limiting photosynthesis is generally the amoahteachingPPFD radiation,
however, the shape of curves in this situation khbe symmetrical in the respect
of 12:00 o’clock - just as it is in the case witlaporation. It seems that other, not
physical but rather physiological factors limit thbility of the ecosystem to ab-
sorb CQ from the air in the afternoon.

One of the most probable reasons may be runningfoutitrients, at the end
of the day, since the environment in which the psscof photosynthesis takes
place is relatively poorly fertile.

Another reason may be the water stress. This igewer, very unlikely because
the wetland belongs to the environments rich irewand the depletion of it in one
day is rather impossible. An additional proof othegation is the symmetrical
shape of the daily evaporation curves. If the emvitent was exposed to the water
stress in the afternoon then the valu&gf would be strongly reduced and thus, a
clear asymmetry of the daily evaporation curve wapgpear.

Another very convincing explanation is the increimsthe intensity of the eco-
system respirationR). Since it depends mainly on temperature and hitynod
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the surface, then the increase in the temperatwregithe day may cause the
escalation of this process, which in turn affebtsthalance of C&exchange.

Daily WUE cour se

The nature of the difference described above, atwke shape of the daily
trends of these fluxes is reflectedfJE values and the shape of the trend-line of
this factor. Figure 7 shows how this ratio chand@sng the day and each month.
One can see that in the months from April to Oatdbe trend curves reflect the
relationship of these fluxes in a characteristiy waich is described bWUE

High WUE coefficient values give evidence of more efficiese of water by
the ecosystem during photosynthesis. In the digcus®nths, we observe higher
WUE values in the morning and evening, however, thierliare lower. This is
understandable because of the previously discuseads in the courses of C-
CGO, and HO fluxes.

The high values d?WUE in winter months may seem surprising. This is tue
small values of evapotranspiration that occurhesé conditions. Photosynthesis
is also hindered by the presence of peat moss,hwhakes the ecosystem very
quickly switch from being an emitter into an absoriof the atmospheric GO
This is because the assimilation process of thématgpoccurs throughout the
whole year. The possibility of photosynthesis aldsthe period of vegetation is
the inherent feature of wetlands. This means that favorable moment, when
there is a correspondingly large radiation flux dahe temperature rises above
0°C, the ecosystem assimilates L£This process has less inertia than the evapo-
transpiration, hence, the high valuesVBUE in the cold months. Moreover, at
that time, the moments when the two fluxes taketipesvalues are not as fre-
quent as in the warm part of the year. Figures a&né 7, show the names of the
months and the number of half-an-hour periods givan month, which fulfilled
the criteria adopted falWUE calculation.

For cold months like January, February, November@acember the number
of such half-hours was about 2-2.5 times lower, iandanuary six - seven times
lower than during the rest of the year. This maythee cause of such irregular
shapes of dailyWUE trend curves in January, November and Decembexeko
er, despite these doubts, it is worth noticing thatpeat-bog can grow in difficult
weather conditions, and it is doing so using theéewafficiently. WUE reaches
particularly high values in November and Decembédren they exceed the sum-
mer values by several times. The appropriate eafilam for this fact seems to be
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that the vegetation of the peat-bog, which haswexbbver the vegetation period

is still functioning quite well in these months. Whas the decrease in the solar
radiation and consequently the temperature haseinfled the evapotranspiration

to a greater extent than it influende&P fluxes.

Figure 8 was prepared to better illustrate them®dssariability of the particu-
lar fluxes andVUE The figure illustrates that in the first quartéithe yeaWUE
value ranges from 0.8 to about 1.5 g(CAL®&g" (H,0) (gram of carbon in the
form of carbon dioxide per kilogram of water). Télearly outlined growth of this
coefficient in February may be caused by the respmf the ecosystem to in-
creasingPAR radiation over time. However, the amount of endigt the peat-
bog has received since the beginning of the yestili:egligible. The situation is
worsened by high moisture level of the environmant thus high specific heat.
The peat-bog is heated very slowly which in Februaay be reflected by the
increasedWUE On the other hand, the value of both fluxes issall during
cold months (Fig. 8a) that any temporary changesedather conditions signifi-
cantly affect the average value of both fluxes (Big6), which means that it is
difficult to find appropriate explanation f?WUE behavior under such conditions.

In the next month the peat-bog heats up, so daesithabove it which in-
creases water vapor deficiendyRD), stimulates evaporation and maR&8JE
decrease.

In the second quarter of the year one can seecamaise iNWUE factor from
0.8 to nearly 2 g(C-C9 kg'(H,0). The beginning of the vegetation season in
this period causes major changes in the environmimta result of intensive
biomass growth, the intensity of photosynthesisdases. Clearly it is beginning
to dominate over the ecosystem respiration whiaglefiected in higher values of
net flux. A clear predominance of photosynthesi®raespiration is conspicuous
from March to July (Fig. 8a). The simultaneous @age in temperature causes
also increase in evaporation, but this process doestensify as fast as photo-
synthesis — hence, the increaseNlE In the months from July until October
WUE remains relatively constant at about 2.8 g(C,)0@ (H,0). At the same
time one can observe a decrease in the value bffluxies illustrated in Figure 8.
It is caused by a decrease in PAR radiation onhamel, and the temperature de-
crease on the other (Fig. 8b). This figure cleatipws as the water vapor flux
responds to the changes in the temperature ofdaelwg surface. Photosynthe-
sis remains at a higher level than in the firsf bélthe year, when the radiation
and temperature conditions were similar, due tdtiter developed vegetation.

Further decrease in the temperature in NovemberDaumgmber causes even
greater reduction in evaporation, whereas the lagtdf CO, still remains above
zero. Only a drop in temperature, followed by fregtich occurs more and more
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often results in a reduction of photosynthesissTikibecause part of the plants
(vascular) lose their assimilation system in thesywTherefore, in JanuakyUE
factor is significantly lower than at the end o tfear. Apart from that, the peat-
bog has dried out during the year, which hampeespitocess of evaporation,
while having a limited impact on the intensity digiosynthesis. Both factors
cause a large increaseWiJE

CONCLUSIONS

1. The ecosystem water use efficien®yYE) factor described in this work
is a parameter describing the whole ecosystemrinstef efficient water man-
agement in the context of the atmospherig @asorption. Its seasonal course is a
little surprising. One would expect that, similatly temperature values, it will
grow in the first half of the year, and decreaséhansecond. It is a result of, oc-
curring in autumn, vegetation season of the plaassndeveloped during the
summer.

2. Moreover, since photosynthesis theoretically shoutd occur during
winter, outside the vegetation period, in such qeeithe index should take the
value of zero. However, the presence of "primitiygants such as sphagnum
mosses causes that the assimilation o €@m the atmosphere takes place in
Rzecin peat-bog even outside the classic vegetgioiod. This fundamentally
altersWUE behavior during winter and completely modifies #ssumptions as to
its annual course.

3. Daily WUE trends show how important for the value of thideix is eva-
poration, that is physical vaporization. Reductafrthe temperature of the peat-
bog surface and air causes an immediate reductitmei water vapor flux. How-
ever, decreasing of the intensity of gas exchangeesgetation contributes to this
flux insignificantly.

4. The curves describing/UE courses during the day are asymmetrical in
respect of noon, and this feature results fronréldeiced capacity for G@bsorp-
tion by the plants in the afternoon. The reasorst@mhWUE course remains un-
known, but it seems very likely that this is notised by the water stress of plants
since the daily curves for the evapotranspiratimt@ss do not show that asym-
metry. One of the most likely explanations is thiemsification of the ecosystem
respiration or depletion of nutrients availablesinch poor environment as the
peat-bog.

5. Further research and development of the measurerapabilities of the
measuring station in Rzecin should bring us cldeeanswering the question
about the reason for this asymmetry.
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INTRODUCTION

The Weather Research and Forecasting (WRF) motpl/frww.mmm.ucar.
edu /wrf/ users/docs/arw_v2.pdf), (Michalaleesl. 2004), is a mesoscale, nonhy-
drostatic (Janjicet al. 2001) (Ooyama 1990) numerical weather prediction and
atmospheric simulation system. It was created asllaborations of many re-
search groups e.g. National Center for AtmospHeesearch’s (NCAR), National
Centers for Environmental Prediction (NCEP). Higgxibility and portable code
of WRF Model gives an easy installations processmassively-parallel super-
computers and laptops.

WRF Model is a regional model (Michalaketsal. 1999), thus for the simu-
lation of real case studies it requires initial &wdindary conditions from general
circulation models (GCM) or reanalysis. The outputsn the GCM have lower
resolution then WRF model domains and the datdnaggib (GRIdded Binary)
format that's why it is necessary to change it ineation called Preprocessing
System (WPS) — Figure 1. The names of necessddg fiom GCM models to
start WRF simulations are presented in Vtableifilé/PS.

e WRE Post
' SOLVER
terrestial, initial and boundary Y _, (namelist.wps) — — | Procesor
conditions data gﬁ;?i';d {namelist.input) Veryfication
- metgrib

Fig. 1. Simplified idealized WRF system components

Brhe work was supported by Polish Ministry of Sceeand Higher Education under grant No
N N306 053336.
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WPS consists of geogrid.exe, ungrib.exe and me&ygdprograms. The geo-
grid defines the simulation domains, and interfgdavarious terrestrial data sets
e.g. soil categories, land use category, terraightiemonthly albedo to the model
grids. The size and resolution of domains are rsetamelist.wps file. The pro-
gram ungrib reads grib file form GSM, decodes thtadand rewrites them in a
simple WRF format called the intermediate-formdte program metgrid interpo-
lates horizontally the intermediate-format meteogadal data that are extracted
by the ungrib onto the simulation domains defingdhe geogrid.

The outputs of WPS are needed by WRF SOLVER. Thé=VBRLVER is
the key component of the modeling system which istsisf several initialization
programs for idealized, and real-data simulatidfw. the real data simulations
main outcomes are generated by two programs cedlglcexe and wrf.exe. The
real.exe program interpolates meteorological §éfldm WPS to WRF eta levels
(Laprise, 1992). The wrf.exe initiates the compgifimocess.

VERIFICATION OF THE WRF MODEL

The most important thing before using any regionatlel is its adaptation to
the climatic conditions of specific areas. Manypesments were conducted to
obtain the best parameterizations of mi-
crophysics, shortwave radiation and co/Poland
vection for the WRF outputs for Polan
area. In the first step there seven Poli
stations (Chojnice, Kalisz, Katowice
Lédz, Pozna, Rzeszow, Zakopane) wer
chosen to compare real data with mog
outputs — Figure 2.

For all stations 63 experiments we
prepared with mixed parameterizations
— parametrizations of microphysics: Kes A
ler, Purdue Lin, WSM3, WSM5, WSM6|
Eta GCP, Thompson; 3 — parametrizations
of shortwave radiation: Dudhia, Goddard!9- 2- Geographical positions of meteoro-

L Jgical stations
GFDL SW; 3 — parametrizations ¢bn-
vective and shallow cloud&ain — Fritsch, Betts — Miller — Janijic, GrelDe-
venyi). The experiments were prepared for foureddht, specific months: warm
January 1989, cold January 2006, wet July 1997ahdtdry July 2006.

=
£
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To compare real and model data two meteorologiaghrpeters were chosen
namely mean daily temperature and daily total pietion. In the case of real data
the values of temperature and precipitation wenmected with characteristic point —
geographical position of the meteorological statlarthe model it is difficult to ob-
tain the data in the same point as a real data. It
depends on resolution of the model. In all experi-
ments the WRF grid was 30 km, that's why the
@ . values for temperature and precipitations for se-
o ] lected stations were calculated as a mean value
from four nearest grid points — Figure 3
- L In the first step real and model values of daily
mean temperature were compared. The compari-
- son was performed for all selected stations, four

30 km selected months and 63 mixed sets of microphys-
Fig. 3. The grid of the WRF model. iCS, shortwave radiation and convection paramete-
red points — grid points, black/white rizations. In all cases the minimal value in Japuar
Eg:]m ~ position of the selected sta-»q55 \as ot achieved, but local trends of real

and model data were similar — Figure 4. Generally
this step excludes all sets with third (GFDL SWQrslvave parameterization — the
differences between real and model data were gtesii using this scheme.

To compare real and model data five statisticsimmahand maximal values,
mediana, the first and third quartile were alsadude this step similar result was
obtained — excluding the GFDL SW shortwave pararizetion. The values of
all statistics for model outputs were lower theal @ata when this scheme was
used — Figure 5.

The correlation coefficients for real and modebdar all experiments were al-
so calculated. The highest values of the correlatimefficient were for following
configuration of parameterizations: Kessler's sohékessler 1969) as a paramete-
rization of microphysics, Dudhia’s (Dudhia 1989gaoddard’s (Chou and Sua-
rez 1994) schemes as a parameterizations of shod wadiation, Grell-Devenyi's
(Grell and Devenyi 2002) ensemble scheme as a ptedamation ofconvective
and shallow clouds

The similar comparisons were prepared for totatipration. Maximal and
minimal values of total precipitation, mediana, thiest and third quartile,
monthly total precipitation were compared. The elation coefficients between
real and model data were also calculated. Compaftsototal precipitation gave
similar results — the similar sets of parameteigzaschemes — as in the case of
temperature.

UM 0g
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Fig. 4. Exemplary comparison of real and model data fai4 danuarys 1989, 2006. Description of
legend: the first number - parameterization of pptrysics, the next numbers: parameterization of
shortwave radiation, boundary layer and conveciwe shallow clouds.
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Fig. 5. Exemplary comparison of statistics (top: maximalue, quartile 3, mediana, quartile 1,
minimal value) real and model data for Zpdanuary, 1989. Green box — real data, red boxes —
model outputs for established set of parameteomatil,...z7 — parameterizations of microphysics,
yl,...,y3 — parameterizations of shortwave radiatixh,...,x3 — parameterizations of convective
and shallow clouds.
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WEATHER FORECASTING

The WRF model was used to create weather forecBigjure 6. The base of
this experiment were GFS outputs (Global Forecgste®) created by NCEP —
National Weather Service. GFS is global circulatinadel and runs four times
per day (00, 06, 12 and 18 UTC). The resolutiotséS model depends on the
time period of forecasting and takes values fronkis5o 110 km.

Temperature 2 meters [C], 04.11.2009 t=12AM
Pe, : X o
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Fig. 6. Exemplary, modeled meteorological fields (air temgbure, total precipitation, sea level
pressure, wind speed/direction) using WRF model
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After installation process the WRF model is reaaps$similate the GFS data.
That's why it is necessary to download the GFS ftata the NCEP server be-
fore initiation of forecasting.

The 7 days weather forecasts for central Europeaaeared at Department
Meteorology and Climatology University of £adThe resolution of the domain
is 30 km. The forecast of four chosen meteoroldgi@gameters: air temperature
at 2 meters, precipitation, sea level pressurevéind speed at 10 meters. The 7
days weather forecast is actualized every 3 dagdtanresults are presented at the
Department Meteorology and Climatology’s websitép:finargeo.geo.uni.lodz.pl/
~meteo/stronki/ forecast.html.

LONG TERM SIMULATIONS — ASSIMILATION OF ECHAM5 MODE

ECHAMS5 model is the 5th generation of the ECHAM @ext circulation
model developed at the Max Planck Institute for ddedvlogy in Hamburg. This
GCM is widely used for climate simulations, in peutar for the Fourth Assess-
ment Report of the Intergovernmental Panel on Gkn@&hange (IPCC-AR4).

In this part of the study it is explained how t@ WRF to produce dynamical
downscaling simulations from ECHAMS output.

The files in Table 1 contain 3D fields at differdavels and 2D fields for
model variables, together with constant 2D field¥able 1. Among 3D va-
riables are: the geopotential height (GPH), tempeea(STP), relative humidity
(RELHUM) and the two components of the horizontahdv(U,V) defined at
1000, 925, 850, 775, 600, 500, 400, 300, 250, 260, 100, 70, 50, 30 and 10
mbar. 2D variables include the above variablesngeficlose to the surface: 2
meters temperature (TEMP2), 2 meters relative hityn{dr dew point, DEW2,
not used at the moment), 10 meters wind compor{e/it8M, V10M). Other 2D
variables are the surface pressure (APS), the rsearevel pressure (MSLP),
surface temperature (TSURF), sea surface temper&fi8W, not used), soil
temperature at 5 levels (TSOIL1, TSOIL2, TSOIL3,01654 and TSOIL5),
soil-water flag (WS), and seas-ice flag (SEAICEpn&tant fields are the oro-
graphy or the geopotential at the surface (GEO®IR)Jand-sea flag (SLF) and
the FAO land use categories (FAO). ECHAMS outputs stored in the Ham-
burg World Data Center for Climate WEB databasép:Htera-www.dkrz.de/
WDCC/ui/Index.jsp



133

Contrary to assimilation of GFS outputs by WRF mpuhside which Vtable
file for GFS is ready to use, assimilation of EQW&\outputs is more difficult. It
is necessary to create a new Vtable file espediatlECHAMS5 model — Table 2.

Table 1. The list of necessary files to start simulatiorlSEOM_A2_1 — name of ECHAMS5 expe-
riment, APS, DEV2, GPH, MSLP, RELHUM, SEAICE, STP,ME2, TSOIL, U, V, WS, FAO,
GEOSP, SLF — names of metrological fields, 1-1466me of ECHAMS5 experiment in 6 hours
steps for 2001 year

EH5_OM_A2_1_APS_1-1460.grb

EH5_OM_A2_1 DEW2_1-1460.grb

EH5_OM_A2_1 GPH10_1-1460.grb (GPH30, 50 ,70, 1(, 200, 250, 300, 400, 500, 600,
700, 775, 850, 925, 1000)

EH5 OM_A2_1 MSLP_1-1460.grb

EH5_OM_A2_1 RELHUM10_1-1460.grb (RELHUM30, 50 ,7@01 150, 200, 250, 300, 400,
500, 600, 700, 775, 850, 925, 1000)

EH5_OM_A2_1 SEAICE_1-1460.grb

EH5 OM_A2_1 STP10_1-1460.grb (STP30, 50,70, 160, 200, 250, 300, 400, 500, 600, 700,
775, 850, 925, 1000)

EH5_OM_A2_1 TEMP2_1-1460.grb

EH5 OM_A2 1 TSOIL_1_1-1460.grb

EH5_OM_A2_1_TSOIL_2_1-1460.grb

EH5 OM_A2_1 TSOIL_3_1-1460.grb

EH5 OM_A2_1 TSOIL_4_1-1460.grb

EH5 OM_A2_1_TSOIL_5_1-1460.grb

EH5 OM_A2_1 TSURF_1-1460.grb

EH5_OM_A2_1 U10_1-1460.grb (U30, 50 ,70, 100, 1ZW), 250, 300, 400, 500, 600, 700, 775,
850, 925, 1000)

EH5_OM_A2_1 V10 _1-1460.grb (V30, 50 ,70, 100, 1500, 250, 300, 400, 500, 600, 700, 775,
850, 925, 1000)

EH5_OM_A2 1 WS_1-1460.grb

EH5_OM_CONST_FAO_1-1.grb

EH5_OM_CONST GEOSP_1-1.grb

EH5_OM_CONST_SLF_1-1.grb
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In this Vtable file there is some inconsistencyt ttherive from ECHAMS out-
put that has to be fixed by modifying WRF prepreoeg code. That's why it is
necessary to add some improvements into WPS caue.00the most important
improvements is connected with the orography gemy@t (or geopotential
height). It is read by WRF at every time step, @il ECHAMS it is defined only
once for a generic date, since it is a constamd.fi€o fix this the WRF pre-
processor has to read the geopotential file as mie®s as necessary and define
the field date accordingly. Moreover WRF preprotesaise soil geopotential
height while in ECHAMS5 output only soil geopotetitia provided. To fix this
two lines were inserted in the Vtable file, one floe variable SOILGEOP, that
corresponds to the actual ECHAMS5 variable, andna for SOILHGP with a
dummy parameter code (000), that is not read fiierand corresponds to the
variable name inside the WRF pre-processor. Tharngwovement is connected
with soil moisture fields. The soil moisture fieldge not initialized from
ECHAMS5 output. Due to problems in the interpretatif ECHAMS soil mois-
ture field the initial value of soil moisture isgscribed arbitrarily (as it is usually
done in regional modeling).

At the end the WRF preprocessing can be used wibtky the same proce-
dure as for the normal use.

Table 2. Exemplary Vtable file to assimilate ECHAMS5 outputs

TRIEL| Level| From | To | metgrid | metgrid | metgrid | GRIB2| GRIB2 | GRIEZ| GRIB2|
Param| Type |Levell|lLevelZ| MName | Units | Description |Ciscp | Catgy |Param | Level. |
————— B T T e i T T et T T TP PP
130 | o | * | | 1T | K | Temperature | @ | @ | @ |1@0 |
131 | 103 | * | W | ms-1 | u | @ | 2 | 2 |1@0 |
132 | 100 | * | | w | ms-1 |V | @ | 2 | 3 | 180 |
157 | 100 | * | FH | % | Relative Humidity | @ | 1 | 1 | 180 |
156 | 100 | * | | HGT | m | Height | @ | 3 | 5 | 1@ |
57| 1 | o | | 1T | K | Temperature at 2m | o | @ | 6 |13 |
155 1 ¢} L ms-1 u gt 10m Q 2 2 e
186 1 €] ') ms-1 W gt 10 m o 2 2 105
158 1 €] CENFT K Dew poirt temp ¢} 2 2 163
134 1 6] FSFC Fa Surface Pressure Q 3 6] 1
151 1 ¢] PrsL Pa Sea-level Pressure 6] 3 ¢] 1
90 | 1 | © | | smoleeod | kg m-3 | Soil Meist 10-200 cm below gr layer | 2 ] @ |13 | 1]
144 | 112 | 6 | 10 | sMOG0010 | kg m-3 | Soil Moist G-10 cm below gr layer (Lp) | 2 | @ 182 | 165 |
207 | 111 | 3 | | SToGGALe | K | T 0-10 cm below ground layer |Lpper) | o | & | 8 | 1066 |
207 | 111 | 18 | | STOLGE4AO | K | T10-40 cm below ground layer (Upper) | @ | @ | © | 105 |
207 | 111 78 STO4ELE0 | K T 40-100 cm below ground layer (Upper) [c] [c] [c] 105
207 | 111 268 ST1E0200 | K T 100-200 cn below ground layer (Bottom)| © 6] ¢] 106
210 1 €] SEATCE proprtn | Ice flag 10 2 €] 1
18| 1] 6 | | LANDSEA | proprtn | Land/Sea flag (1=land, O or Z=sea) | 2] 0 | @ | 1]
1= 1| o | | SOILGECP | m | Terrain field of source analysis | 21 0| 7| 1]
oo | 1| o | | SOILHGT | m | Terrain field of source analysis | 2|1 @ | 7| 1]
189 1] o | | SKINTEP | K | Skin temperature (can use for SST also) | @ | © | © | 1|
————— B T T e i T T et T T TP PP
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CONCLUSIONS

1. The WRF model, as an example of regional modehasacterized by very
high flexibility. It can be used for weather foretiag and long term simulations. In
the first case all simulations were done using G&puts, but WRF is also ready to
use many other GCM'’s outputs e.g. NAM 104 and 2idsgthe NAM AWIP for-
mat, the NCEP/NCAR Reanalysis archived at NCAR, Rpl€ssure level data and
hybrid coordinate data), and AFWA's AGRMET landface model.

2. The most important thing was to adapt the WRF meal€tolish climate
conditions. Based on experiments carried out uditiRf- simulation and real data
the best set of parameterization schemes was isbidhl As a parameterization
of microphysics was taken Kessler's scheme (a waimscheme used common-
ly in idealized cloud modeling studies), as a patamzations of short wave radi-
ation was taken Goddard’'s scheme (two-stream roatid scheme with ozone
from climatology and cloud effects) and Grell-Deyén ensemble scheme as a
parameterization of advection (multi-closure, mplirameter, ensemble method
with typically 144 sub-grid members). The resultsveather forecasting, which
are prepared upon established set of physics p&edaragions, are published on
the website: http://nargeo.geo.uni.lodz.pl/~meteofki/forecast.html.

3. The WRF model was also used to prepare long tarmalation. In this case
ECHAMS outputs were used. The list of necessaegfib start long term simula-
tion and the way to download it were explained. WiRF model is not ready to
use ECHAMS data, that's why it was necessary to safde improvements into
WPS code connected with reading the data from ECBAMputs by preprocess-
ing system. In this case the new Vtable file wasat@d and the code connected
with geopotencial hight and moisture fields readiggVPS was changed..
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10. SUMMARY

The present publication addresses selected issgesding the research on
climate changes observed in Poland.

The first chapter of the work analyses the valitghdf precipitation, air
temperature and insolation on the basis of the caltacted during the period of
1966-2005 from 14 meteorological stations locateWielkopolska region and in
the neighboring area. The precipitation was exathiegarding its amount and
the number of days with the precipitation of minlm@ and 20 mm, the number
of days with frost and minimal temperatures of 28 8FC were analyzed too.
The dynamics of the elements of climate mentionedva was examined by
means of linear regression method adopting twoegabf statistical significance
0.05 and 0.10. The chapter presents the directibrehange in temperature and
humidity which lay basis for assumptions about gbale of long and short-term
climate warming in the area of Wielkopolska Lowland

Chapter 2 analyses the types of precipitation smalv cover, considering
them as important components of climate systemhvare vulnerable to climate
changes. The data regarding precipitation and teatyre during the period of
1958-2008 collected from the meteorological statioKrakow were used for the
purpose of the above analysis. The study presémstdnnection between the
snowfall and storm precipitation and the leveliotemperature, among others.

The next chapter uses the records of mean dalyigitation during the period
of 1954-2003 gathered from 7 stations located & Baltic coast. The annual
variability patterns of precipitation and the ocemces of weak and heavy
precipitation were analyzed. Using selected charatics (annual amplitudes of
monthly precipitation, irregularity index, precigiion semi period) the following
parameters were determined: the level of pluviatinentalism and the season of
maximum concentration of precipitation, as well #® dependence of the
atmospheric precipitation on regional advectioniofnasses.

Chapter 4 was also devoted to precipitation amglys used monthly the
results of the atmospheric precipitation measureésneonducted in the period of
1951-2005 in 6 meteorological stations locatechi middle section of the Oder
catchment area. The work examined the variabilitprecipitation and trends of
the changes in different time ranges on the bakith® analysis of 30-year
moving sequences. The statistical measurementseofpitation were presented
(means, variation coefficient, standard deviatiod @alues of quantiles 10% and
90%), as well as the linear functions illustratititte trends in precipitation



138

changes both during 4 seasons and annually. Thétgeadicate that there is
a downward trend in the precipitation but the Maility is on the increase; the
amount of precipitation and its variability increda winter, whereas they tend to
decrease in spring and autumn.

The amount of precipitation influences the amowfit water in the
environment, its shortage leads to drought whiah lwa described using various
indexes. Two of them were used in the following ptka one is the standard
precipitation index SPI, which was estimated onlhsis of precipitation during
the warm half-year (IV-IX) as well as particular ntbs, and the other is the
standardized index of climatic water balance. Témearch used meteorological
data from Wroctaw-Swojec station, gathered durhegeriod of 1964-2006. The
obtained results indicate heavy precipitation stgwtin the region of Wroctaw.
The biggest negative climatic water balance wagmesl in 1992 and in the very
year both indexes defined drought as extreme.s8tatily confirmed increase of
air temperature in the years 1964-2004, as welthas downward trend in
precipitation, makes the water shortage even waise classification of droughts
according to two indexes SPI and SCWB gave almiostdame quantitative
results only the intensity was differently qualifie

The next two chapters were devoted to the lengmow cover lingering and
snowfall. Chapter 6 examined the data gatheretl@rperiod of 1951-2008 from
83 meteorological stations in the area of the wiRgéand. The number of days
with different thickness of snow cover during tweasons was analyzed: October
— May and December — March, as well as the frequefi®ccurrence of snow
cover, length of its lingering, and the medium andximum thickness of the
snow cover. Chapter 7 uses the observations fremrigteorological station of
the Jagiellonian University gathered in the perimfd1951-2008. Long-term
changes in the dates of occurring and decliningnofv precipitation, the length
of the snowy period and also the number of dayk sniow precipitation and the
level of precipitation were analyzed. The trend<ladinges in the whole winter
season and individual months from November to Marele studied, both for the
58-year research period and for shorter 30-yedogerThe work estimated also
the dependence of the number of days and the édvariow precipitation on the
index of the regional atmospheric circulation and\ It is interesting that,
despite noticeable warming, the length of the sneagson in Krakéw increases
by nearly 4 days every 10 years.

A very important scientific task is to determinewhthe climate changes
influence various ecosystems. One of the possil#¢hods of addressing this
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guestion are the measurements of the fluxes of arasenergy exchanged between
the surface and the atmosphere, particularly thesoyements of greenhouse gases
such as C@and HO. Unit 8 presented in great detail the Eddy Cewveré method
used to measure the exchange of the gases betvpeah bog and the atmosphere;
additionally, the water use efficiency index (WUR)as determined. The
measurements were conducted in 2004 in Rzecin WUE is a good ecosystem
index helpful to estimate the amount of water ndeide evapotranspiration and
assimilation of C® from the atmosphere by a given ecosystem. Thesipied
results show the seasonal variability of this indesthe first quarter of the year, the
WUE ranged from 0.8 to about 1.5 g (C-$®qg(H,0) (a gram of carbon in the
form of carbon dioxide per a kilogram of water),iltduring the full vegetation
period, it was 2.8 g (C-Ckg*(H,0). Surprisingly, it turned out that during the
autumn-winter period this coefficient continued gmw, which appears to be
specific only for wetland environments.

The aim of the last chapter of the monograph washbw the capabilities of
the Weather Research and Forecasting (WRF) modhe. model was used to
prepare the weather forecast for countries in #mgral Europe, especially for the
territory of Poland. The paper shows the flowclarthe WRF Modeling System
Version 2.2 and the short description of the madachks. It describes the way of
assimilation of the WRF model to Polish climate ditions. It shows the way of
preparing climate simulations by means of outpitS@HAMS5S model including
different scenarios of Cemissions.

Keywords: climate changes, variability of precipita, air temperature and
insolation, type of precipitation and snow coveomponents vulnerable to
climate change, standard precipitation index SRixes of mass and energy
exchanged between the surface and the atmosphdag, cevariance method,
water use efficiency index, assimilation of WRF Mbdg System to Polish
climate condition, climate simulation
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11. STRESZCZENIE

BADANIA ZMIAN KLIMATU

Niniejsza publikacja zawiera wybrane zagadniemiazane z badaniami nad
zmianami klimatycznymi obserwowanymi w Polsce.

W 1 rozdziale pracy analizowano zmiesfi@opaddw, temperatury powietrza
i ustonecznienia na podstawie danych zebranych gtdefi synoptycznych roz-
mieszczonych w Wielkopolsce i na terenach przylegiya okres 1966-2005. Dla
opadow rozpatrywano ich sumy oraz ligaini z opadami o warfgiach co naj-
mniej 3 i 20 mm, analizowano licgkdni z przymrozkami i temperaturami co
najmniej 25 i 36C. Dynamik zmian wymienionych wiej elementéw klimatu
badano za pomacregres;ji liniowej przyjmujc dwa poziomy istotrizi Staty-
stycznej 0,05 i 0,10. W rozdziale prezentowanekisrunki zmian czynnikow
termicznych i wilgotnéciowych, na podstawie ktérych mma sné przypuszcze-
nia co do wielkéci ocieplenia klimatu w bkszej lub dalszej przyszoi na tere-
nie Niziny Wielkopolskiej.

W rozdziale 2 wykonano analizodzajow opadow i pokryws§nieznej, uzna-
jac je za wane komponenty systemu klimatycznego, iivee na zmiany klima-
tu. W tym celu wykorzystano dane dotyce opadow i temperatury, ze stacji w
Krakowie z lat 1958-2008. W opracowaniu pokazanin.mzwiazek opadéw
$niegu oraz opaddéw burzowych z wysé&ia temperatury powietrza.

W kolejnym rozdziale wykorzystarivednie dobowe sumy opadow z lat 1954-
2003 zebrane dla 7 stacji psdmych w strefie wybrzex Baltyku. Analizowano
roczne przebiegi zmienda opadéw oraz eztcsci opadow stabych i silnych. Za
pomoa wybranych charakterystyk (roczne amplitudy nieanych sum opadow,
wskaznik nierbwnomiernéci i potokres opadowy) okéono stopi@ kontynentali-
zmu pluwialnego i per maksymalnej koncentracji opadow, azalkzalenos¢ opa-
doéw atmosferycznych od regionalnej adwekcji masigura.

Rozdziat 4 réwnig pcaswiccono analizie opaddw, wykorzystano mgegne
wyniki pomiaréw sum opadow atmosferycznych z 6jstaeteorologicznych, po-
lozonych w dorzeczurodkowej Odry z lat 1951-2005. W pracy rozpatrywano
zmienndci opaddw i tendencji zmian wadych skalach czasowych na podstawie
analizy 30-letnich aigbw ruchomych. Przedstawiono miary statystyczned@pa
($rednie, wspotczynnik zmiensa, odchylenie standardowe i waitd kwantyli
10% i 90%), a take funkcje liniowe opisuce tendencje zmian opadow w 4 sezo-
nach i roku. Z badawynika, ze dla lata oraz catego roku zachodzi tendencja-male
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jaca opadow, ale gaie ich zmienn&t, zimg rosra sumy opadow i ich zmiensg
a wiosn i jesieni obserwuje sitendeng malepca opadéw i ich zmienriai.

Konsekwengj sumy opaddw jest ¢ wody w srodowisku, jej niedobdr pro-
wadzi do suszy, ktgrmazna opisywa réznymi wskanikami. W kolejnym roz-
dziale wykorzystano dwa wskaiki: wskaznik standaryzowanego opadu SPI, ktory
szacowano na podstawie sumy opaddw z pétroczaegeplV-1X), jak i z po-
szczegllnych miesty oraz standaryzowany wskak klimatycznego bilansu
wodnego. Do badewykorzystano dane meteorologiczne ze stacji Wre@avojec
z lat 1964-2006. Uzyskane wyniki wskazua gkboki niedobor opadow w rejonie
Wroctawia. Najwekszy ujemny klimatyczny bilans wodny wyptt w roku 1992
i w tym wiasnie roku oba wskaniki zdefiniowaly susz jako ekstremaln Potwier-
dzony statystycznie wzrost temperatury powietrzitach 1964-2004 oraz spad-
kowa tendencja sum opadow, pgdma deficyt wilgotndciowy. Klasyfikacja susz
wedtug dwdch wskaikow SPI1 i SCWB dawata niemal identyczne wynila-il
sciowe, jedynie rénie kwalifikowata ich intensywnia.

Kolejne dwa rozdzialy pavigcono dtugéci zalegania pokrywgnieznej oraz
opadomsniegu. W rozdziale 6 wykorzystano dane z lat 19808zebrane na 83
stacjach meteorologicznych z terenu Polski. Analemao liczle dni z pokryve
$niezng o r&nej grubdci w dwoch sezonach: paziernik-maj oraz grudzie
marzec oraz GBtas¢ pojawiania si pokrywy snieznej, czas jej zalegania, a t@k
sredni i maksymaln grubagé. W rozdziale 7 wykorzystano obserwacije ze stacji
meteorologicznej Uniwersytetu Jagiglskiego z lat 1951-2008. Analizowano
dlugookresowe zmiany w datach pojawianigistanikania opadoéwniegu, diu-
gosci okresusnieznego, liczby dni z opadamdniegu oraz wysokai opaddw.
Badano trendy zmian w catym sezonie zimowym i wzpaegolnych miegcach
od listopada do marca, zaréwno w 58-letnim okrésidal, jak i w krétszych
okresach 30-letnich. W pracy ocenionoz&kalenos¢ liczby dni oraz wysoki
opadowsniegu od wskanika regionalnej cyrkulacji atmosferycznej oraz NAO
Interesujce jest,ze pomimo zauwalnego ocieplenia, w Krakowie zgkisza s¢
dlugdéci trwania sezongénieznego o blisko 4 dni na 10 lat.

Bardzo wanym zadaniem dla nauki jest okienie jak zmiany klimatyczne
wplywaja na r&ne ekosystemy. Jealiz mazdiwych drég odpowiedzi na to pyta-
nie s pomiary strumieni energii i masy wymienianych peday podizem
a atmosfef, a w szczegolnei pomiary strumieni gazéw szklarniowych takich
jak CG i H,O. W rozdziale 8 szczegbtowo zaprezentowano neekogvariancii
wiréw (Eddy Covariance) do pomiaréw wymiany tychz@a midzy torfowi-
skiem a atmosfer dodatkowo t& wyznaczono wskanik efektywndgci wykorzy-
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stania wody (WUE). Pomiary prowadzono w 2004 rokureecinie. WUE jest
dobrym wskanikiem ekosystemowym do oceny §td wody potrzebnej do ewa-
potranspiracji i asymilacji COz atmosfery przez ekosystem. Zaprezentowane
rezultaty pokazuj sezonow zmiennd¢ tego czynnika. W pierwszym kwartale
roku WUE wynosito od 0.8 do okoto 1.5 g (C-§®g™*(H,0) (graméw czystego
wegla w ditlenku wegla na kilogram wody), w okresie rozwétej wegetacji byto

to 2.8 g (C-CQ-kg'(H.0). Zaskakujce okazato size w okresie jesienno zimo-
wym wskanik ten kontynuowat wzrost co wydajes Specyficzia wtasciwoscia
obszaréw podmoktych.

W ostatnim rozdziale monografii omowiono wdavosci Modelu Badania
Pogody i Prognozowania (WRF). Model ten zostaityi do przygotowania pro-
gnoz pogody dla pestw Europysrodkowej, w szczegolroi dla terytorium Pol-
ski. W rozdziale oméwiono schemat funkcjonowaniadelo WRF w wersji 2.2
wraz z krotkim opisem poszczegoélnych jego blokovzeBstawiono sposob asy-
milacji modelu do Polskich warunkoéw klimatycznydDpisano te sciezke przy-
gotowania symulacji klimatu z wykorzystaniem wynikénodelu ECHAM5 za-
wierajacego r@ne scenariusze emisji GO

Stowa kluczowezmiany klimatu w Polsce, zmienstoopaddw, tempera-
tury powietrza i ustonecznienia, rodzaje opadowkrgwy snieznej, komponenty
wrazliwe na zmiany klimatu, standardowy indeks opadd®, Strumienie energii
i masy wymieniane porgilzy podizem a atmosfer metoda kowariancji wirdw,
wskaznik efektywndci wykorzystania wody (WUE), asymilacja modelu Wad
polskich warunkéw klimatycznych, modelowanie wartwiklimatycznych



