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INTRODUCTION

Meteorology and climatology research is conductessgntly in Poland by
a wide circle of scientists at universities, Polstademy of Science and other
research institutions. This monograph presentgsteeléssues related to the above
mentioned thematic field together with the latesearch results of the authors of
subsequent chapters.

The first three chapters were devoted to analyseshvapplied historical da-
ta. Also the outline of the history of meteorolmajinetwork in the Polish King-
dom in the 19 century was presented. This part of the countrg then named
Galicia by the Austrian partitioner. Despite p#otis of Poland, new meteorolog-
ical stations were established, first in Warsavt 779, and later on in Krakéw in
1792. Meteorological network in Galicia was foundydPhysiographic Commit-
tee and its Meteorological Section in 1865. Thesdahapter presents the histo-
ry of heliographic and actinometric observationstfee area of today’'s Poland,
since their beginning to the onset of the seconddmear. First regular measure-
ments of insolation were started in 1883 in Krak@ystematic actinometric
measurements were started in 1900 in Warsaw by &kczgski. Intense devel-
opment of heliographic network began after the firarld war. The third chapter
was devoted to the analysis of the Wroctaw measemérseries conducted by
David von Grebner which is the oldest measuremen¢s in Poland. The mea-
surements were conducted in the years 1710-172ingolyed atmospheric pres-
sure and air temperature.

The next chapter presents the comparison of thdtsesf meteorological mea-
surements obtained both by using standard methuwtifram the automatic station
in the Agro- and Hydrometeorology Wroctaw-Swojecs@tvatory of Wroclaw
University of Environmental and Life Sciences foe period of 2000-2009.

The fifth chapter analyses daily values of air temagure, relative humidity,
wind velocity, atmospheric pressure, the numbgaretipitation days and state of
the sky for the period from May to September gatien the station in Ustka,
taking into consideration bioclimatic conditionscbuas: subjective temperature
index STI, heat load of organism HL, predictedulaton of clothing Iclp and
weather evaluation index WEI for the needs of sarand recreation.

The aim of the next presented research was tolisstahe intensity of the ur-
ban heat island and its variability in the cours¢he day and night in conditions
of light and heavy cloudiness. Although urban areesupy a relatively small
area of the country, their population density caubat the conditions in such



islands affect most of the country population hetigeresearch into the city cli-
matic conditions seems quite crucial.

Chapter seven characterizes the frequency andsityesf atmospheric thaws
in the region of Bydgoszcz considering the multizgadrirend in this phenomenon
which occurs from late fall to early spring andeaté most of Poland area due to
the flat countryside.

The next two chapters are devoted to precipitaflidr. influence of precipita-
tion on air pollution has been considered, pardidulon the concentration of
suspended particulates (PM10), and the selectechatbastics of precipitation
conditions in north-eastern Poland have been aedlyath an emphasis on the
frequency of the occurrence of vegetation periddi¥) with shortage and sur-
plus of precipitation, according to Kaczorowskdezion.

The chapters from tenth to thirteenth present $iseds concerning types of
atmospheric circulation, atmospheric instabilitgrticity field, convection phe-
nomena including probability of storms.

The next chapter discusses the eddy covarianceothethich is nowadays the
main tool used for measuring mass and energy ftakange between various eco-
systems and the atmosphere. Although this types&farch can be classified as mi-
crometeorological, these phenomena are definigghgddent on the weather course.

The following two chapters contain the results teé study of multiannual
change in the precipitation conditions. The fiefiers to spruce stand stability in
the lower BeskidSlaski forest area, and the second to marshland arteiPro-
motion Forest Complex Rychtalskie Forest.

The last, seventeenth, chapter of the monograptuskes the principles of
meteorological data quality monitoring for the dgédhered from automatic mea-
surement stations. The results indicate that egguolarly serviced measurement
stations are not capable of maintaining absolutdirmaity and reliability of mea-
surements and require quality monitoring.

The presented monograph is a review of the metegical and climatology
research conducted currently in Poland which Jidva the reader to learn about
its scope and the latest achievements.

Dr Jacek Lesny



1. THE DEVELOPMENT OF THE IDEA OF WEATHER OBSERVADNS
IN GALICIA

Janina Bdena Trepiska

Jagiellonian University, Institute of Geography é@pmhtial Management
Department of Climatology, Gronostajowa Street 7380 Krakéw, Poland
e-mail: j.trepinska@geo.uj.edu.pl

INTRODUCTION

In Europe, the second half of theé™@ntury coincided with the period of En-
lightenment. It was the time of new philosophidabught, a tendency to turn to
observations of the natural environment, and tloeeefalso a period of develop-
ment of new branches of natural sciences. Theadflparforming of both animate
and inanimate nature relatively quickly seeped ttand. In 1773 the Commit-
tee of National Education was established, ushérireproad interest in mathe-
matical and natural sciences. The discovery ofats of physics controlling the
atmosphere and inventions of new instruments emglumerical re cording of
weather patterns and their particular elements ddrthe basis for future meteo-
rological observations. In Polish Kingdom, new instents were introduced rela-
tively quickly: mercury barometers and thermometeiso hygrometers were
soon in use (Tamulewicz 1997). They were instaitethe homes of landowners
and wealthier townsmen, as well as in researcitutisns. The first meteorologi-
cal station was established in Warsaw, the capfittle Polish Kingdom, in 1779
(Lorenc 2000). Subsequently, another station wasted at the Astronomical
Observatory of the Jagiellonian University in Krak{Trepinska 1997, 2005). Its
first head, Professor Jamiadecki — a mathematician, astronomer, authohef t
book (in PolishSniadecki 1837)Jeografia czyli matematyczne i fizyczne opisa-
nie Ziemi (Geography or mathematical and physieasatiption of the Earth did
not think highly of the meteorology of the time ascience (Trepska 2007).
However, under the influence of the weather obdenvadeas he came cross
during his studies in Western Europe countriessthded instrumental and visual
weather observation in Krakow on th& May 1792.Sniadecki developed a de-
tailed instruction for performing the observatidiisepinska 1997) and recording
their results in special observation diaries (Tiieka 1982). Unfortunately, the
political events that ensued in the Polish Kingdonpeded the execution of
scientific plans, as the Kingdom partitioned andugpged by its neighbors.
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A BRIEF HISTORY OF SOUTHERN POLAND AT THE TIME
OF THE PARTITION

The very promising development of scientific reshaand higher education
in the Polish Kingdom was obliterated by politi@alents — three consecutive
partitions of the Polish lands which took placétia last three decades of thé"18
century.

The first partition deal was signed between Ruy$&iassia and Austria on the
5™ of August 1772. The second partition, by Russid Rrussia, occurred on the
239 of January 1793, while the third was signed on3fef January 1795 by
Russia, Prussia and Austria (Davies 1991).

The south-western part of the Polish Kingdom bexamprovince of the
Habsburg Empire. These lands became known as tigd&im of Galicia, Lodo-
meria and the Great Duchy of Krakow (from 1846)omd with the incorporation
of smaller duchies and individual cities, the arepeatedly changed and was
generally referred to as Galicia, with the capliaing Lwow (now Lviv) from
1803. Krakow's history was generally also very dbee in 1809 it was incorpo-
rated into the Duchy of Warsaw, then it becamees Rity in 1815, and in 1846
it was directly annexed by Austria, becoming thearsk Duchy of Krakow
(Adamczewski 1996).

Western Galicia with Krakow included the landsdisd along the upper Vis-
tula River, up to the San River, to the east flahkg eastern Galicia with Lwow.
The third partition dealt a heavy blow to the depehent of scientific research
and higher education in the Polish lands. Galictes \governed centrally by the
imperial authorities of Austria until 1867, wherrégained some autonomy with
the establishment of the so-called National Paeiaimn{(Sejm Krajowy) the Na-
tional Department (Wydziat Krajowy) and the Natibrgchool Council (Rada
Szkolna Krajowa). However, it only slightly influeed the economic growth and
educational development, due to persistent monestades.

METEOROLOGICAL OBSERVATIONS AT THE JAGIELLONIAN UNVERSITY
ASTRONOMICAL OBSERVATORY DURING THE PARTITIONS

Professor Jafiniadecki wrote hideografia...“weeping over tombstone of his
fatherland. For a few years he stepped away from politicsning to natural
sciences. When creating his work, he had a senfemreHorace in mind, which
advised people against marveling at base and m#mabs, but rather encour-
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aged them to turn their thoughts to loftier mattéoslook for what restrains the
seas, find out what regulates the year, what geveroon eclipses and acknowl-
edge the harmony of the worlfifadecki 1837).

Professor Jamsniadecki's biography is an excellent example of kife of
a scholar of Age of Enlightenment — he was bothaa f science and a great
humanist. HisJeografia...indicates a great impact exerted $madecki by the
brilliant geographer, traveler and discoverer A& von Humboldt and his
works. In his studiessniadecki dedicated entire chapters to the atmospbfethe
Earth, winds and seasons all across the globe. iAgubby the Commissioaf
National Education, he went on two long travel¥\testern Europe between 1778
and 1781 he visited scholars and studies mathesratithe Universities of Leip-
zZig, Gottingen, Leiden, Utrecht and The Hague. Ko gisited Paris and Vienna,
and in 1787 he studied in England at the Universit€ambridge and with astro-
nomers in Slough, London. Coming back to Krakovwotigh Paris and Germany,
he stopped in Mannheim, which boasted a plant naatwfing instruments used
investigate to atmosphere the Earth, includingnioeneters and mercury baro-
meters.Sniadecki also described the work of the MeteoraabBociety, which,
established and financed by the duke-elector oPtilatinate, Charles Theodore,
collected records of weather observations fromtavork calledSocietas Meteo-
rologica Palatina, created in the second half of the™&entury (Schonwiese
1997). After his return to Krakow, he was appoinésdthe first director of the
Astronomical Observatory, becoming the founder patlon of the meteorologi-
cal station. He personally recorded the readingshefinstruments and visual
observation in records diaries.

In the years that followed thé*partition of Poland, the Jagiellonian Univer-
sity grappled with financial and staffing difficigs. Sniadecki left Krakow in
1803, moving to Vilnius City. Meteorological obsations at the Krakow-based
Observatory continued, albeit irregularly. The afton improved when the astro-
nomer Maximilian Weisse from Austria was appoirtead of the Observatory in
1825, introducing a new observation schedule, @sicly new instruments and
rearranging the records. From then on, Krakow'soasimers conducted their
observations uninterruptedly, even during the wanars of the 28 century.
A great effort was given in the Astronomical Obseovy to the development and
maintaining of its meteorological activity. The uéis were published in monthly
review, some of these materials were sent to thdr@leMeteorological Office in
Vienna by Professor F. Kafiki, director of Observatory in 1862-1902. The sta-
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tion was handed over by the Observatory to the Bmgat of Climatology of the
Institute of Geography of the Jagiellonian Univigran 1976.

Under Austrian rule, the Jagiellonian Universityswentitled to hold lectures
in Polish. The first Chair for Geography was esthald in 1849. It was created
and first headed by Wincenty Pol (1807-1872), whanulgated observations of
the natural environment and understood the impoetafi geographical regionali-
zation (Jackowski, Sofjan 2007). W. Poll developlkd scientific terminology
used in many geographical studies, including nuermtions related to weather
and climate. Unfortunately, the Austrian authosittisapproved of the activity of
the Chair of Geography and soon deposed W. Ptd aiead.

METEOROLOGICAL AND CLIMATOLOGIC SOCIETIES AND ASSOIATIONS

In the first decades of the”l@entury, scientific and economic associations were
created, focusing on the natural environment anohvestigations. It is worth men-
tioned several associations, whose work becamensgpiration for collecting
weather data, which later served as a basis fdiestwof the climate conditions of
particular areas. Several examples of such orgamizacan be found below.

In 1816 Krakow saw the establishment of thakdw Scientific Society (To-
warzystwo Naukowe Krakowskie). In 1857 the Balngatal Committee of the
Krakow Scientific Society was set up and entrustéti the task of elaborating
the conditions of treatment for spa towns and cotidg weather observations.
The Committee included mainly medical doctors repnéing major spa towns,
such as Michat Zieleniewski from Krynica, or docWdarszauer from Szczawni-
ca, as well as research fellows from the Univerdfyanciszek Karfiski, who
later became director of Observatory and Danielrg¥ieki — assistant professor
at the Observatory. Professor Jozef Dietl, presidérthe Committee, recom-
mended performing meteorological observations aliogrto the guide devel-
oped by Professor Stefan Kudéski in 1860 (Hanik 1972). Observations were
mainly carried out in summer. Their results wereragically published in medi-
cal reviews, but most of them remained unpublisiéd Balneological Commit-
tee of the Scientific Society operated until 18€@pperating with the Physio-
graphic Committee.

As early as in 1865, members of the BalnéoldgCommittee, after a fervent
address published in thézas (Timepaily, established the Physiographic Com-
mittee (Hanik 1972, Mietelski 1986), which for maygars brought together the
University’s top scholars. The main aim of the arigation was to prepare re-
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search and scientific studies helping to gain lepadowledge on the physiographic
and the natural environment of Galicia region. Toenmittee was comprised of the
following Sections: Orographical (Geological), Mataogical, Zoological, Botani-
cal, also Agriculture one. The Meteorological Ssttiook over the task of conduct-
ing weather observations for the purposes of tHaeBigical Committee in spa
towns. The main goal of the Meteorology Section veasonduct climatologic re-
search on the northern and north-eastern slopttge dfarpathian Mountains and in
the foothills, collecting meteorological and madgnefata, as well as information on
water levels in rivers and the results of phenclagbbservations carried out in Gali-
cia. When performing meteorological observationsstAan guidelines were initially
used, later substituted by guidelines develope®.biuczyiski (Kuczyaski 1867).
For a long time, the Meteorological Section wasdiedaby Professor Franciszek
Karlinski, director of the Observatory, appointed in 1888 appointment proved
very beneficial for controlling and recording oh&dion results. Many of Karski's
publications were run by Austrian scientific magazi (e.gMeteorologische Zeit-
schrift). Numerous studies, charts and graphs remained insodpts. Karliski was
also involved in correspondence regarding metegicab data and its exchange, as
well as regarding magnetic measurements (Miet2836).

Between 1871 and 1873, the Academy of Arts Stiences was formed in Kra-
kow. Other societies, such as Krakow Agriculturatigty (Towarzystwo Rolnicze
Krakowskig, which was comprised of landowners and later péssants, promulgat-
ed modern methods of agricultural economy betw&db and 1919.

In 1819 the Galician Economic Societgaficyjskie Towarzystwo Gospo-
darcz§ was called into being in Lwow, as a specializetbr#tific association
mainly for landowners. It became especially acsfter 1845, organizing farming
training courses and contributed to developmerthisf branch of the economy.
Also in Lwow, the Society of Farming Circles of @# (Towarzystwo Kétek
Rolniczych w Galic)i was established in 1882, with the aim to propaggneral
and agriculture-related education. Research intmate and inanimate nature, as
well phyto- and zoophenological observations, cedplith weather ones, were
highly appreciated. Until the last 25 years of 188 century the new centers for
agrometeorological and meteorological investigatisere organized, e.g. the
agronomy school in Dublany (the village near towoiibbycz), the Agricultural
College of the Jagiellonian University, and new eoeblogical station at the
summit of Czarnohora Mt. (Eastern Carpathian Mts.)



14

THE GALICIAN METEOROLOGICAL NETWORK

The Physiographic Committee was a sciensificiety, bringing together rep-
resentatives of pure and natural sciences, acadeta@chers of high school and
physicians interested in scientific research andkeivelopment of natural sciences.
The Meteorological Section, which is of particulaterest to us, was very active,
producing a copious body of studies preserved toddy. A network of meteoro-
logical stations in Galician territory was createthnik 1972) in 1865The exact
number of stations varied between 19 and 45 —ritaiceyears their number was
significantly higher due to cooperation with othestitutions which managed
meteorological stations, also through includingcipi¢ation stations in the net-
work (Hanik 1972). These institutions included: fretra Society Towarzystwo
Tatrzaiskie established in 1874, the Melioration Bureau ef lational Chamber
(Biuro Melioracyjne przy Wydziale Krajowycreated in 1879, the Board of
Forestry and DomainDfrekcja Laséw i Domgrand the Galician Forestry So-
ciety (Galicyjskie Towarzystwo kpe).

The first station of the Tatra Society were essdidd in 1876, thinks to an
initiative of Father Wojciech Roszek and ProfedseopoldSwierz (Hanik 1972,
Radwaiska-Paryska, Paryski 1973). The members of thee§osket very broad
goals for themselves and their organization, cariogrboth scientific research
and environmental protection, but they opened thtaitions for cooperation with
the Meteorological Section.

Ordered by the Melioration Bureau, precijpiiatstation were established, but
functioned only in the warm half of the year. Inddibn, limnimetric stations
were opened, mainly in connection with hydrauligiaeering projects, and espe-
cially with the Dniestr River training effort. In881, on the initiative of T. Sta-
necki, new stations were established, whose agtoah be considered as the be-
ginning of a network of stations of the DepartmehtHydrographic Bureau in
Lwow, created in 1895 as a division of the Cerithadirographic Bureau in Vien-
na. Guidelines for performing (“ombrometric”) mesmments at the precipitation
stations were developed by Aet#izior (Hanik 1972). The Hydrographical Bureau
collaborated the Physiographic Committee, but #eults of the observations
carried out at its stations were published in Amnals of the Central Hydro-
graphical Bureaun Vienna. Issues 12-14 were the ones dedicatetigervations
performed in Galicia.

The results of the observations carried othi@meteorological stations of the
Board of Forestry and Domains, later known as tlrediorate of Forests and
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State AssetsOyrekcja Lasow i Débr Péstwowych have probably been lost, or
are kept in hardly accessible archives. The Gali€iarestry Society planned to
establish a network of phenological stations, bttirined out that their function-
ing was hampered due to acquiring permanent obsenvstaff and money short-
ages (Hanik 1972). Professor of Lwow Universitymész Strzelecki was very
active as cooperating with the Physiographic Conemit

The development of the Galician network ofteneological stations can be
divided into three periods. During the first staffem 1865 to 1885, the main
field if interest was organizational work and trstablishment of new or the in-
corporation of existing stations. The second perioekween 1886 and 1903,
brought an increase in the importance and authofitthe Meteorological Sec-
tion, which assumed patronage over weather obsengatarried out by other
institutions. The third stage (1904-1919) meantgead limitation of the Section’s
work, especially field work, while th®laterials for the Climatography of Galicia
was still published.

THE ANNALS: MATERIALS FOR THE CLIMATOGRAPHY OF GALCIA
COLLECTED BY METEOROLOGICAL SECTION OF THE PHYSIOGYPHIC
COMMITTEE

The annals entitletMaterials for the climatography of Galicigpublished
regularly from 1867 to 1914, contain the resultsdafly weather observations
presented according to the same pattern: readihgir @ressure, temperature,
humidity, cloudiness, wind parameters, precipitatias well as the results of
phytophenological and zoophenological observati@Pmtrowicz 2007). The
results of observations were collected and verifigdemployees of the Astro-
nomical Observatory of the Jagiellonian Universihich at the same time be-
came the central institution collecting such valaahaterials. Employees of spe-
cial merit were Professors Stefan Kuegli — a physicist and the first president if
the Physiographic Committee, Franciszek Kaki and Daniel Wierzbicki, Ph.D.
— an astronomer and meteorologist, and an enthigsiaeather observer, who
taught others how to conduct field observation. &wation with other institu-
tions and societies, such as the above mentionted $aciety, or the governmen-
tal Hydrographic Bureau in Lwow, resulted in theja@isition of many valuable
materials in the form of additional readings, asiswof the observed occurrences
and atmospheric and phonological phenomena. Thei@aimeteorological net-
work was subsidized by the National Chamber, Hubalthe funding proved too
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scarce. Principals of secondary schools often delpth the purchase of meteo-
rological instruments.

Despite financial difficulties, the annalsbfished by the Physiographic
Committee as the Reports of the Physiographic Cei@eiwith copies published
in separate volumes as thMaterials for the Climatography of Galicia colledte
by the Meteorological Section of Physiographic Cate®, were issued regular-
ly. The number of readings of particular parameterd the number of stations
varied depending on the supplied observation dataddition, the annals in-
cluded broad and detailed descriptions of casexaidrrence of hail and disastr-
ous hailstorm in Galicia. They also featured thenber of people and livestock
killed or struck by lightning. Usually, these numbeeferred to several or several
dozen cases a year. Reports were drafted systathaiit cooperation with in-
surance companies. Most of them drafted by theluakde senior research fellow
of the Astronomical Observatory, Daniel WierzbidRh.D.

Almost all the annals, from as early as 186¢luded lists of water levels of
major rivers and their tributaries — from the Uppastula River to the Upper
Dniestr River. In the 1880s, there were 40 waterggaalong the main rivers,
including 6 measurements points along the DniesterRup to Zaleszczyki Vil-
lage). The water level data were used by the Hydgggcal Bureau in bridge
building projects for the railroad. The 1868 issidhe Materials for the Clima-
tography of Galiciajncluded a note of floating wood down the SkawaeRiand
then down the Vistula from the town of Sucha (snbain) to Krakow. Under
favorable weather conditions, it took the wood gsdi® reach Krakow.

From 1876, the Astronomical Observatory radylissued monthly reports in
German:Meteorologische Beobachtungen angestellt auf derSternwarte in Kra-
kau The reports were made available as ordered byutherities (Mietelski 1997).

The annals preserved until today are an iraldé source of knowledge on the
weather conditions prevailing in a large part o fholish lands, as well as a
sound foundation for today’s avid interest in climaariability.

HAIL AND HAILSTORMS

As mentioned above, tidaterials...regularly included details and precise de-
scription of the occurrences of hailstorm, wittpadfication of their aftermath. Such
disasters, exceptionally harmful for agricultuepeated almost every year, with dif-
ferent intensities. In 1869, a map of hailstornhpan Galicia was drawn up. In gen-
eral terms, hailstorm disasters happened twicdtes im eastern Galicia, i.e. east of
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the San River. In certain years, as many as sevenalred municipalities in Galicia
were hit by torrential rains and hailstorms. Creghidl,before harvest, were complete-
ly destroyed, which was meticulously noted in thports. Page 223 of thdate-
rials...published in 1886 shows the “number of days witth &ad municipalities
from 1867 to 1885". The reports imply that the sifdamage sustained by landown-
ers and rural communities was huge as a resuiedidilstorm.

Great destruction of crops and orchards vggrwed in certain years, although
years in which the results of excessive precipitativas not disastrous, e.g. 1870,
were also mentioned. Great crop losses were regtand&871 (ten cases of hails-
torms) and 1872 — both replete with disasters ooguwithin two large hailstorm
belts — the northern reaching from town didyice to town Hrubieszéw and the
southern from village Barwald to Ptaszow near Kvakidailstones the size of pigeon
eggs or of a fist was observed. In 1879, 10 cakesilstorm were recorded. They
destroyed mainly the municipalities located atPet and Dniestr Rivers, while 37
people were struck dead by lightning. Year 1882 avédreadful year for farming
especially in the east, where 5 cases of hailstorene observed. New hail damage
was recorded in 1883 — on the"lBune, after a violent hailstorm near Kotaczyce
(currently located in the Podkarpacie Region),ttven “looked like after a Tatar
attack”, with destroyed fields and households and orchsirijsped of leaves and
fruit and up to 47 persons died struck by lightningthat year. Later year 1892
brought a difficult spring and summer, with numerbailstorms, tornadoes and con-
tinuous rains, especially in June and July. A totel.465 villages in 67 (out of 80)
districts suffered some damage.

SCIENTIFIC STUDIES AND DESCRIPTIONS OF UNUSUAL WEAER
PHENOMENA IN THEMATERIALS FOR THE CLIMATOGRAPHY OF GALICIA

Some volumes of théviaterials..” include articles recounting the results of
unigue studies and meteorological and climatoladiservations. They are very
interesting and present an overview of the devetoprof relevant research. It is
worth mentioning selected titles of the articled annsidering their content.

Ana article by J. Rivoli, a forestry officBom Koérnik, village in Wielkopols-
ka (Rivoli 1870) titled “O the influence of forest on the temperature ofloheer
layers of aif' (* O wplywie lasow na temperatunajnizszych warstw powietrz”
opens with an overview of the results of Europeash American research carried
out by leading specialists in natural sciencesr&umicroclimatic research con-
firms such statements as the followifiie forest neutralizes the effects of night-
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time heat irradiation, due to the fact that it skeadthe Earth and therefore, the
temperature of the layer of air over woodlands ighler than that over fields
The Wielkopolska plains, according to the authagrewery convenient place to
carry out such studies. The author collected thelt® of weather and air humidi-
ty observations from the years 1866-1868 arounchikénd published them in
Pozna. He also presented his investigations tre“influence of forests on the
temperature of winter windswhich currently seem somewhat controversial. In
turn, his observations from the chapter entitl&ti¢' forest during night-time ir-
radiation’, which contains an interpretation of the resufshis own research,
seem more reasonable. The author states thatysbeftire dawn, the difference
in temperature between the fields and the foremthes even®R (2.5C). The
forest is cooler, but with stronger winds the difiece disappears. He also notes
that over an empty field, even the faintest breesalts in mixed air, whereas in
the forest cooler air layers persist, which in Hatnfor vegetation. During still
and fair nights, plants including young trees dnédled up to a certain height,
which is harmful. The overall climatic conclusiort‘ferest contribute to milder
winters' — was formed to support the protection of foremgginst excessive fel-
ling. This study proves the author’s avid interestsan active forestry officer, his
ability to interpret the phenomena he observed @arthin scientific inquisitive-
ness, as he repeatedly drew on works written byteglscholars of the time.

An example of a reliable description of arusunal and dangerous weather
phenomenon is a study by M. Staski (1877) entitled A tornado in Kotomyja
13/06/1876. At 2 p.m., at a air temperature of 26G3 a tornado appeared from a
Cumulonimbus cloud, with an SE wind, and then, dfierPrut River “..it lifted
a barn up in the air, leaving just one wall withcaw lying next to it...The
heaved-up objects twirled in the air with a swiahd their remains fell scattered
over the entire area from the field to the Prut...eftire gate was seen revolving
in the air around its diagonal, and a man was spatbeing carried by the torna-
do... The din lasted for two minutes...then rain cabwhalf an hour after the
tornado..” It needs to be added that mentions of such daugeweather pheno-
mena appeared several times in thaterials for the Climatography of Galicia
They were more frequent in the eastern part ofdéh@n.

Tygodnik Rolniczy KrakowskiThe Krakow Forming Week)y issues 27-28,
1884, ran a story on the hailstorm near the towyj,3tlong a strip of 2 km on the
15" of June 1884. According to thétaterials...” this was thee largest hailstorm
in the summer of 1884, destroying crops in 122 wipalities in 20 districts from
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town Jarostaw to town Tarnopol. June of that yéso aaw flooding of the Vistu-
la River, than San River, the upper Dniestr Rived their tributaries.

A study by D. Wierzbicki (Wierzbicki 1886) ggenting the measurements of
precipitation and evaporation in Krakow betweenQ&mhd 1886 proved very
helpful in the analysis of precipitation patternskirakow. A precise description
of measurement instruments which no longer existgsificant not only histori-
cally, but it also very helpful in the reconstractiof daily and monthly precipita-
tion totals for the 19 century and in testing the homogeneity of preatizn
series (Twardosz 1997).

The ‘Materials...” for 1889 include an article entitléd’he most important
results of hourly observations of air pressure irakow performed from 1858 to
1888, written by one of the assistant professors of thiesebvatory, B.
Buszczyiski, Ph.d. (Buszczski 1890). The author used the readings from paper
strips from a Kreil's barograph purchased by M. ¥8ei (Trepiska 1982). This
study should also be considered as a climatologgmpaspecially since the Kra-
kow series of air pressure measurements is orfeedfdst preserved in Poland.

The 1892 issue of thélaterials...” features a list of precipitation measure-
ments taken by. F. Kafiki entitled: “The results of seven year-long hourly mea-
surements of rain performed at the Astronomical édstory in Krakow
(Karlinski 1893). It is an example of the use of previpuslllected data in a pub-
lication, in order to disseminate the results odarlvations for scientific purposes
and possibly also for further application.

From the climatologic point of view, the ahti entitled The daily course of
air pressure in Tarnopol and its relationship witther meteorological elements,
and comments on the reasons behind this phenorhdnyoiViadystaw Satke
(1895) is a scientific paper. Satke, an eager @bseand proponent of weather
observation, presented a very accurate interpoetati the relationship between
air pressure, temperature oscillations and gemezather conditions.

The 1895 (published in 1896) incorporatedublipation by Ludwik Birken-
majer titled ‘Materials for the geomagnetism in the Polish Tattauntaing and
records of temperature and hypsometric measurenaérgsveral spring in the
Tatra Mts. The same volume also presented an atig@per by the above men-
tioned W. Satke (1896) entitledThe temperature of snow in the winter of
1893/1894 in Tarnop®(248-255). The author performed measurements ef th
temperature at the surface of the snow cover fimed a day. He distinguished
four snow periods throughout winter and stated thatperature at a time of re-
duced cloudiness (from 0 to 5 degrees of cloud ramee on a 10-degree scale)
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equaled on average —13C9 whereas at a time of high cloudiness (betweand
10) the temperature was much higher: °8.4on average.

Ozonometric observations (Olecki 1997) beldaagpioneering atmosphere
related research started in Krakow's Astronomichs@vatory. In the 19cen-
tury, it was commonly believed that the contenvzdne — the three-atom oxygen
already known at the time — in the air had an imhmac human health. Ozone
measurements were started in 1853 in the Botaf@eabens, initially to the
north-west of the Observatory and later to the lsaudst. Observations were car-
ried out twice a day, by determining the colouthad so-called Schonbein strips.
The results were noted down in meteorological d&arD. Wierzbicki developed a
series of ozonometric measurements and preseniadaitvery comprehensive
publication (Wierzbicki 1881). It is one of the bast scientifically elaborated
measurement series of ozone content in the direil$’ century (Olecki 1997).

The aurora borealis observed in February i8Krakow and even on south
in Makow Podhalaski, and in 1871 also in Jarostaw, can be a progfeofect
visibility, which is tantamount to a lack of airlpgion. The aurora borealis (also
known as northern lights) was also visible in LwaowNovember 1872. It is
worth remembering that there was no question aftédal lighting being used
back then...

Measurement of magnetic declination at theok®mical Observatory started
relatively early, in 1839. The position of the matio needle was recorded every
morning and afternoon. The measurements continoeadver 120 years (Mie-
telski 1997). They were quite regularly reportedhia ‘Materials for the Clima-
tography of Galicia

AS ATTEMPT TO ASSESS THE WORK OF THE METEOROLOGICAECTION
OF THE PHYSIOGRAPHIC COMMITTEE

Galicia was a province located at the pemplad the Imperial-Royal Mo-
narchy — an economically backward, poor region. feung people (boys only)
received secondary or higher education. The numbtrachers and other school
employees was insufficient, to secure a constadt edfective development of
education, especially as regards experimental atdral sciences. The estab-
lishment of meteorological stations and the develemt of methods for conduct-
ing meteorological observations and their elaboratvere modeled after a well-
developed network of stations in Austria. Howewerch a system required con-
stant subsidies, which were only provided in someary and always insufficient.
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There were no funds to purchase basic meteorologissluments, or to ensure
even meager remuneration for observers. Theretbesgreat effort and under-
standing of the need to maintain this network atishs, so important for the
development of meteorology should be even moreemed. The great amount
of work performed by professors and scholars aacetitablishment of the Physi-
ographic Committee which functioned effectively foany years deserves much
credit. The data collected with such meticulousressluckily been preserved. It
is necessary to emphasize the very thorough app#ee work, both in terms of
the observations and their verification and pref@nafor release. Currently, the
data is used in many relevant studies concerniagyéhy topical issue of contem-
porary global warming and its results. In the lighthe long series of measure-
ments of air pressure, temperature and precipitatiée question in especially
pertinent — is climate change really as signifiasit is widely assumed? Has the
number of disastrous weather phenomena such asntiatrrains, river overflows,
floods, hailstorms or really soared? Or is it otiigt observation technique has
been perfected? There is no doubt that tHe cEhitury saw the onset of the so-
called contemporary warming process, but was isedlby human activity or by
nature itself? There is no unequivocal answer i® d¢juestion. The records of
long-term weather observations are a basis fohéurscientific research. Howev-
er, it seems that the vast legacy left by the pe=opthe past centuries is still only
partially used.

The Galician series of meteorological observatiaese already appreciated
during the 19th century and were utilized in thedsts of European physicians
and meteorologists such as W. Dove, R. AssmannJ ardnn.

Recent researches get the very good opinion aheuéctivity and publica-
tions former Meteorological Network in Galicia aoither Polish Lands.
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INTRODUCTION

Solar radiation is the principal source of enemyydrocesses occurring in the
atmosphere. As a consequence, it is one of thefd&etprs that influence the
global climate (climate forcing agents). The tinférwoming direct solar radia-
tion and the amount of radiant power are both weyortant for research on cli-
mate and its changes.

The first actinometric and heliographic measuresmemntre made possible
only when suitable instruments were invented anustacted. The most com-
monly used heliograph was built by Campbell in 1,888d then improved by
Stokes in 1879 (Stomka 1957). Other types of hedipgs (Gorczski 1910,
Smosarski 1910, Wojcik and Marciniak 1993) weres lpspular. The first meas-
urements of sunshine duration in Poland were takeady in the 1880s, so soon
after the glass heliograph was introduced.

Also in the 18 century work began on the construction of devibes would
allow measurement of the amount of energy carriedddar radiation. In 1830,
Nobili constructed a thermocouple used to measadl@tion, and in 1833 Mel-
loni built a thermo-electrical pile (a battery tetmocouples). In 1837, a French
physician named Pouillet, using a pyrheliometehnisfown design, performed the
first measurements of direct solar radiation. A¢ #nd of the 19 century and
early in the 28 century more measuring instruments were develdgyedng-
strém (1893), Abbot (1902, 1905) and Michelson 8)9@mong others. Thanks
to the construction and systematic improvementhef instruments, studies of
solar radiation were becoming more and more popAfathat time actinometric
measurements were also carried out in the territboland with the first meas-
urements of solar radiation taken in Nowa Aleksandas Putawy was then
called) at the end of the "1@entury (Bogdaskaet al 2002).

BThis research paper funded from the budget sodesignated for scientific purposes
in 2007-2010, Grant No. N306 018 32/1027.
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The purpose of this work is to present the histoiryheliographic and ac-
tinometric observations in the area of presentflaljand from their onset until
the outbreak of World War II. Due to a difficult @eolitical situation the devel-
opment of heliographic and actinometric observationthe territory of today’s
Poland followed an irregular pattern. The first etvations of solar radiation on
our land were made in the time when Poland wastipagd between Russia,
Prussia and Austria. As a consequence, in thetdasrrof Poland there were
measuring stations supervised by partitioner ciemts well as Polish stations.

Information about the oldest heliographic and actiatric measurements can be
found in a number of sources. The issue was aduitdss Gorczyski (1903, 1910,
1911, 1914a, 1914b, 1939a, 1939b, 1939c, 1939&, 19460, 1951, 1955), Smosar-
ski (1910), Merecki (1914), Fedorowicz (1925), 3t€1025, 1930, 1959), Gorary
ski and Ostrowski (1934), Chetchowski (1954), Trybki (1955), Stomka (1957),
Zinkiewicz (1962), Morawska (1963), Wojcik and Marak (1993), Metus et al.
(1994), Bogdaskaet al (2002), Gorski and Gérska (2002), Podogrocki 220Brys
and Bng (2005), Matuszko (2007, 2009), Podstawiska (2007), Lewiket al
(2010), Przybylak (2010) and others.

HELIOGRAPHIC MEASUREMENTS

In the 19" century, heliographic measurements were perforined lot of
places around today’s Poland. Some of them were fppaneteorological services
(Russian, Prussian or Austrian), and some by Piighutions or organisations.

On the coast, the measurements were performedfawaocations. The
Klimakunde des Deutschen Reiclu#sl939 contains the data for a few dozen
stations situated in the territory annexed by RausBhese include Warszewo
near Szczecin, Kotobrzeg and Tczew, for which thmdoncerns the years of
1891-1930 Klimakunde.. 1939). Measurements of sunshine duration in Ko-
lobrzeg began a little earlier, i.e. in 1890, whiohans that the station holds one
of the longest series of observations in Poland¢@aski 1939a, 1939d). The
same measurements in Tczew were started as eaity Kaslobrzeg, in 1890.
For Tczew and Warszewo Polish sources show shpegods of activity as
compared to the information found in the Germaremsice. According to
Gorczyaski (1939a, 1939d), the station in Tczew closed 940, and in 1909
there was a break in the measurements of sunshnag¢iah (Stenz 1930). In the
case of Warszewo the measurements began in 19d&dang to the studies of
Mietuset al (1994).
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Measurements of sunshine duration were also peerat the stations situ-
ated in the Bay of Gdak. However, they were started much later thantliero
parts of the coast. At the time of Prussian partithone of the stations had the
equipment to measure sunshine duration in the Baydzyaski 1951). The mea-
surements were only started in free Poland, asgbattivities of the State Me-
teorological Institute (PIM). The first station tperate was the one situated in
Nowy Port (the future district of Gdak) in 1920. It was a Maritime Observatory,
whose director in 1920-1925 was L.Lorkiewicz. In2Z9%the Observatory was
moved to Gdynia, whereas in Ga#-Wrzeszcz the Observatory of the Free City
of Gdaxsk was established (Goramki 1951). The first meteorological station in
the area of Gdynia was probably situated near tiildibg of the harbour master’s
office, and it started measurements of sunshinatidurin May 1923 (Mitus et
al. 1994). From 1928 a temporary actinometric estafvlent, being a subsidiary
of the Observatory of the Free City of Gdl, was set up in Sopot (Goréski
1951). Measurements of sunshine were also perforomthe Hel Peninsula,
where a heliograph was installed in August 1931¢{ii et al. 1994). Another
one of the heliographic stations in the north ofaRd is Wigry, where measure-
ments were started in 1932 (Gortighi 1939a).

The measurements were also performed in a numbglaocés in central Po-
land. In Warsaw they began as early as in 1903teTtom the terrace of the Me-
teorological Office at the Museum of Industry andrigulture (ul. Krakowskie
Przedmiécie No. 66) a photographic heliograph was instaled in 1904
a Campbell-Stokes heliograph (Smosarski 1910, Gaskk 1939c¢). In 1915, due
to military activities the measuring was moved he tuilding of the Warsaw
Scientific Society (TNW) afniadeckich 8, where the measurements were taken
on a terrace. In May 1923 the observations wereodtinued at that location.
From 1919 observations were carried out at the P8tapon at Czerniakowska
124, however only after the measurements perforomethe terrace of the TNW
building were finished the series of observatiamenfthe Pump Station became
complete and suitable for a written study (Gofsky 1939c¢). The locations of
the said measuring sites are shown on Figure lordony to Gorczijski (1939c),
there were also other heliographs in Warsaw opea(@teleast temporarily) at the
Astronomical Observatory of the Jozef Pitsudskiugnsity, at the Central Mili-
tary Weather Station and at the Warsaw Univerdityii@ Sciences (SGGW) in
Rakowiecka street.
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Fig. 1. Locations where solar radiation was measured irs¥¥ain the years of 1903-1939, accord-
ing to E. Stenz (as cited in Gord®ki 1939c).

1 — The Museum of Industry and Agriculture (ul. Ksaskie Przedmigie 77),

2 — The Warsaw Scientific Society (8hiadeckich 8),

3 — The Pump Station (ul. Czerniakowska 124).

Before World War Il measurements of sunshine domain Central Poland
were also carried out in other places. AccordintheKlimakunde des Deutschen
Reiches(1939) for the years of 1891 — 1930 there are oreasent results for
such cities as Bydgoszcz, Szamotuly, Gorzéw Wialkslp and Zielona Goéra.
References to Szamotuly and Bydgoszcz are alsddemby Stenz (1930). Ac-
cording to him, the observations in Bydgoszcz weaneied out by Germans from
1909 until 1918, whereas Polish observations ctiverperiod from 1921 until
1926 and are referred to as ‘very inaccurate’ (&8980). According to Gorcay
ski (1939a), the station at Szamotuty was closetbit0. In Pozn@aobservations
of sunshine duration began in 1911 and lasted 181iB. After a break they were
resumed in May and lasted until December 1919 tartesl again in the summer
of 1920 (Stenz 1930). In Skierniewice measuremeegan in 1926 (Gorcagki
1939a). In L6d measurements of sunshine duration were startdg: atirfield of
Lublinek in 1932, however due to a lack of professlism the pre-war results
are inhomogeneous (Podstaweglya 2007). Short series of observations were
also found in Grudzadz (from 1932), Ciechocinek (from 1932), Ostrow Wie
kopolski (from 1932), Rawicz (1932-1933), @oikew-Kutno (from 1931), Nie-
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pokalanéw (1931-1936) and Otwock (1932-1935) (Gpiski 1939a). The sta-
tion at Grodzisk near Warsaw is worth mentioninggduse it provided data for
comparative analyses of the climate in the city anthe country. The station
operated in the years of 1910-1915 (Gofisky 1911, 1939a).

One of the longest series of sunshine duration area®ents in Poland is in
Putawy. The history of its heliographic measurerseritas been described in
detail by Gorski and Gérska (2000). The first measwents of sunshine dura-
tion in Putawy were taken at the Meteorological @atory of the Institute of
Farming and Forestry at the end of th& t@ntury. From the earliest time of the
measurements in Putawy only the data for three hso(iuly through Septem-
ber) of 1894 remained. The instrument used attiha was a Wieliczko type
heliograph. A regular recording of the measuremeamgig a Campbell-Stokes
heliograph, began in Putawy in October 1923. Ilytjahe heliograph was in-
stalled at the weather station situated in the tadge garden of the Institute.
However, as the location was partially shaded, iardt 1938 the heliograph
was relocated to a better place (nevertheless$,vatth a restricted sky view)
(Gorski, Gorska 2000).

For 10 years measurements of sunshine duration e#rieed out in [gblin.
According to Gorczgski (1939a), the station operated there in thesyef896-
1905, which was confirmed by Stenz (1930).

Measurements of sunshine duration were also peefrat a number of sta-
tions situated in the area of present-day soutRetand, such as Glubczyce and
Bystrzyca Klodzka, for which the data for 1891-1988s published irKlima-
kunde...(1939). One of the most important stations thasefar as the length of
series is concerned, is the one in Wroctaw. Thietyiof observations carried out
in Wroctaw was presented by such authors as Stqf&7) and Bry and Bry
(2005). Measurements of sunshine duration in Wrediagan in 1891 at the As-
tronomical Tower of the University of Wroctaw (Brand Bry 2005), whereas
Stomka (1957) gives an earlier date, 1 July 188%ha beginning of regular ob-
servations. The location was subsequently changedvaimes. In the years of
1921-1922 the measurements were taken at the neanasiical Tower in Park
Szczytnicki, from 1923 onwards in the district ofzigki and from 1936 at the
airfield of Gadéw Malty (Brys and Bry 2005).

Very early, in June 1883, i.e. soon after the modeliograph was devel-
oped, measurements of sunshine duration beganakdir (Gorczyiski 1910).
Since the very beginning the heliograph has alviee in the same place, on the
roof of the CollegiunSniadeckiego (Matuszko 2007). Interestingly, in 188&
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Campbell-Stokes heliograph was supplemented wiitrdan photographic helio-
graph. A comparison of the indications of the twstiuments between 1887 and
1907 was made by Goramki (1910).

A few years before World War Il broke out in theugoof Poland measure-
ments were performed in Katowice in 1932, accordmn@orczyiski (1939a). In
the earlier period (1911-1918) sunshine duratiors waeasured in Pszczyna
(Gorczyaski 1939a).

The mountains were also covered by measuremerganshine duration. In
the Karkonosze Mountains already in 1900 obsematigere started at the high-
est point — on M8niezka (Bogdaskaet al. 2002). In the Carpathian Mountains
the measurements were performed e.g. in Rabkanie 1934, first at a meteoro-
logical site, and from May 1937, on the second+floalcony of St. Therese Jun-
ior Secondary School. In both locations the skywigas not completely clear,
therefore in September 1937 the heliograph was théwethe third time and was
situated on the roof of the Sanatorium of the Rayliramily. In its third place,
although showing a good sky view factor, the disadage was the difficulty of
operation (Trybowski 1955).

Another important place of heliographic measureméntlso Zakopane, where
they began in January 1912. At first, the heliograms installed on Réwnia Kru-
powa, an open meadow, and then moved onto theofabE Tatra Museum. In the
years of 1919 and 1921-1928 there were breakseifutictioning of the instrument
(Stenz 1930). A new series followed continuousbnfrOctober 1923 (Stenz 1930)
until 1938 (Gorczgiski 1939a, 1939d) or longer. Just before the oakooé WWII, in
1938 another heliograph was installed at the tdgtdfasprowy Wierch (Gorczski
1939a).

In the West Carpathians measurements were alsedasut in Cieszyn,
where — according to Gorazgki — a new series of observations covers the years
of 1925-1938, whereas the measurements in Szczavatécted in 1936 (Gor-
czynski 1939a).

ACTINOMETRIC MEASUREMENTS

The first measurements of solar radiation on thiisiPdand were performed
in 1894 in Nowa Aleksandria, i.e. the present-dajaRy (Gorski, Gorska 2000;
Bogdaiskaet al 2002). Later, developments in actinometry andcibrestruction
of instruments resulted in popularization of actmetric measurements. In some
locations they were performed systematically oweglperiods of time, however
in other places there were only short, sporadiese
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The Meteorological Office at the Museum of Indusamd Agriculture in
Warsaw, headed by Goramwki, was an important contributor to the developimen
of Polish actinometry. From the end of 1899 an Arige compensation pyrheli-
ometer was used there to perform measurementsadibdation of relative meas-
uring instruments. Besides, the Office used a Charos thermoelectric ac-
tinometer and, later on, a Michelson’s bimetallitirometer (Gorczyski 1951).
Measurements of solar radiation covered all itsmaments: direct, dispersed and
total. The different types of radiation were measduby means of a versatile so-
larimeter (Fig. 2), used already in the interwaniquk

B)soL

A) PYRH

Fig. 2. Gorczyiski's solarimeter used for measurement of diredt {étal (B) and dispersed radia-
tion (C) (Gorczyiski 1945)

On the coast, in Gdak Nowy Port measurements of solar radiation ahdrot
phenomena began when the Polish Maritime Obsegvatothe State Meteoro-
logical Institute (PIM) was opened in 1920. Thatisere in 1924 Gorczhgki
first attempted measurements by means of a solemined his own design,
equipped with a Moll's thermopile and built at Kipgactory (Gorczyiski 1945,
1951). In the Observatory, besides the solariméere were solarigraphs, pyr-
heliometers and actinographs. On the coast, satiiation was later measured
also in Gdask-Wrzeszcz (from 1931), where the measurements taken on
the same type of instruments as in Nowy Port. Atnagraph was used there
from 1931, and a solarigraph from 1932. The outggutecorders was from time
to time compared with the indications of the Angstrcompensation pyrheliome-
ter (Gorczyiski 1951). In 1928 actinometric measurements bégedopot, and
a longer actinometric series was recorded als&&mbrzeg (Gorczgski 1951).
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Systematic actinometric measurements were staryediVb Gorczyiski in
Warsaw at the end of 1900 (Goréagki 1903). In 1900-1914 they were taken at
the upper platform of the Museum of Industry andiégture, and in 1915 the
measuring site was moved to the Warsaw Scientificié®y atSniadeckich 8,
where it was in operation until 1922. From 1923luMorld War 1l the measure-
ments were performed at the Pump Station at Czewiska 124 (Mackiewicz
1954). In 1910 the Meteorological Observatory waened in Grodzisk, ap-
proximately 34 kilometres south-west of Warsaw.itAwas already said earlier,
the purpose of the Observatory was to enable stualiethe differences between
the climate in the city and the rural areas. Onéhefmeteorological phenomena
analysed there was also solar radiation, measyredeans of an Angstrém com-
pensation pyrheliometer (Goramki 1911).

Short series of measurements were recorded fom@veyGorczyiski 1951),
and Remiszewice in the district (county) of £§dune- uly 1932) and Janusze-
wice in the district of Opoczno (August-October 2p3Gorczyiski and Os-
trowski 1933). In the two latter places the meanems were made with the
same kind of instruments, allowing assessmentrettidispersed and total radia-
tion. For Remiszewice, a 13-day-long series of ola&ns was recorded,
whereas for Januszewice 25 measurement days watled®. At both stations
the measurements were taken as frequently as possileach day, from dawn to
dusk (Gorczyiski and Ostrowski 1934). The collected data senese used to
compare the results with the Warsaw actinometriese

In the years of 1929-1941 measurements of solaatiael by means of a Mi-
chelson-Marten actinometer were performed in Razib&ilesia) by Mainka
(Mackiewicz 1957). In the Wroctaw district of Kraylneasurements were carried
out from 1929 until 1932, supplemented by the mesmsants taken with an actino-
graph at the Wroctaw University of Technology betwd-ebruary and May 1932
(Stenz 1959).

Actinometric measurements were also carried ouhé@mountains. For the
Sudetes there are no long series of measuremeailatde for the time before
World War |, as they took place in short periodsiofjle days or isolated months.
On 20 August 1912 research was conducted at thartdghe foot of M8niezka
by W. Marten, and in the 1930s at Mt Sowia by StéBeptember-November
1931 and March-November 1932) (Stenz 1959).

The first pyrheliometric measurements at the fbet Tatra Mountains were
taken in Zakopane by August Witkowski. It was arstsgries comprising two
summer months of July and August 1903. Studie®lair sadiation in the moun-
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tains were also conducted by Edward Stenz. Thesle ptace e.g. in January,
April and September 1924 in a few different location Zakopane and were per-
formed by means of a Michelson actinometer and ags&om pyrheliometer
(Stenz 1925). E. Stenz also recorded a day serfidd (April 1923) in the Beskid
Wyspowy mountain range, and performed the firstr eviater measurements in
the mountains (the 48ienicowa Pasture) in January 1933.

The first measurement series recorded in the mosn&nd covering whole
years were collected by Fedorowicz in Zakopanéhéyears of 1935-1938 and
by Stenz at the observatory on Mt Kasprowy Wiercth938-1939 (Stenz 1959).

SUMMARY

Due to difficult geopolitical situation the histoof meteorological observa-
tions, including actinometry, for the territory twfiday’s Poland is very complex.
Research was conducted by both Polish organisagiotisneteorological services
of the neighbouring countries. The oldest heliogiapbservations in Poland are
— at the same time — some of the oldest in thedwdithe first regular measure-
ments of sunshine duration were started at theoAstnical Observatory of the
Jagiellonian University in Krakéw in 1883 (Goremki 1910), and regular ac-
tinometric measurements began a few years aftehehegraphic observations.
They were closely connected with Gorfigki, the manager of the Meteorological
Office at the Museum of Industry and AgricultureWarsaw and began in 1900
(Gorczyaski 1950). An intensive growth of the measuremestivork fell on the
interwar period of 1918-1939.

The early introduction of actinometric observatiomshe area of Poland and
their subsequent considerable increase in thelPwiterwar period are essential
for the development of actinometry in Poland. Theesvations are an important
source of historical data, indispensable for thelstof climate. They also pro-
vided a basis for further developments in actinoimeesearch in the later years.
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INTRODUCTION

The history of early-instrumental meteorologicalsetvations in Poland is
quite rich and is among the longest in the worlde Tirst observations were made
in Warsaw in late 1654 or early 1655, while the pjenature series described and
analysed here is the second oldest instrumentalsser Poland. Temperature and
atmospheric pressure observations were made in tsWoBreslau, nowadays
south-west Poland) from April 1710 to December 1Bg1the physician David
von Grebner and both series are now the longegtving Polish series of their
kind (Grebner 1723pr more details see also Przybylak 2010).

David von Grebner used the Florentine thermométberfmometrum Acade-
miae Florentinae), which had a brass scale wittamiis the middle, above which
were 80 degrees and below which were 100 degresasdéberg 1983). The re-
sults of his observations are available in unpuklisform in the Library of Wro-
ctaw University. For purposes of comparison, ano¥veoctaw physician — Jo-
hann Kanold (1679-1729) — began meteorological nreasents in Silesia (e.qg.
Wroctaw, Otlawa, and Legnica) and in other Europeamntries in 1717. He re-
corded measurements in Wroctaw up to 1726, and fiteem 1727 to 1730 they
were continued by Andreas Elias Blchner (1701-1,7&9rofessor of medicine
at Wroctaw University (Brazdil and ValaSek 2002, idar 2003, Brazdiet al
2008). These included measurements of air temperadir pressure, wind direc-
tion and general descriptions of weather. Measungsnsere taken three times a
day and the results were published in an encycttipageriesSammlung Von
Natur- und Medicin-, Wie auch hierzu gehdrigen Kunmd Literatur-Geschi-
chten(the so-calledreslauer Sammlung Wroctaw Collection).

In the early-instrumental measurement period oleserused thermometers
with unknown individualised scales which are difficto convert to the scales
used in present-day instruments. That is why coisparof temperature changes
between historical times and the present-day reradifficult. At the first half of
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the 18" century all over Europe, thermometers based oflrentine thermome-
ter (Magnum Thermometrum Academiae Florentinae)ehaften been used.
However, these instruments were different from ¢hosginally constructed in
Italy. For example, in Europe (including Italy) Fémtine thermometers with 180-
degree, 200-degree or even with 360-degree scaes used (Middleton 1966,
Quinn and Compton 1975). Moreover, the two fixeithfsoused in the construc-
tion of today’s thermometers (freezing and boilpants) were not used in these
thermometers. That is why, even comparison of teatpee measurements made
by different thermometers of the same type camipossible, if the instruments
were not identical and more research is still ndddesolve the problem of con-
verting the old scales to new ones. Some work lieady been done on this issue
(e.g. Camuffo 2002a, 2002b, Cocheo and Camuffo R0@Rvever, similar inves-
tigations are needed for other copies of thermorsefd present the only way we
can compare the historical and present climateyiading the index method for
available temperature measurements (for more dethibut this method see, e.g.
Pfister 1992r Przybylaket al. 2005).

For the purposes of describing the present temyreraharacteristics in Wro-
ctaw the following studies have been used: Kosit@48), Pyka (1991, 1998),
Dubicka (1996), Dubicka and Pyka (2001).

DATA AND METHODS

Temperature data for Wroctaw (Fig. 1) used in thesent paper generally
cover the period from 18April 1710 to 3% December 1721. The series, how-
ever, contains two big gaps: i) fror{ 3
September 1712 to $680ctober 1713 - A
and ii) from 24" July to 3% August 4
1717. As a result, years with incom- [
plete data have been excluded from
this analysis. In the source documents
there is no information about the pre-
cise location of these measurements,
the exposition of the thermometer or
its height above ground level (Lands-
berg 1983, Pyka 2003). However, it is

quite possible that the thermometer
was installed in a window. Fig. 1. Location of Wroctaw in Poland and Europe
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Air temperature measurements were made once audamlly in the morn-
ing), but during periods when there were extremathar changes measurements
were made more frequently, i.e. two to three timeakay or more (Fig. 2). Com-

plete data, however, only exist for the morning sp@nd therefore it is only
these which have been used for the analysis.
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Fig. 2. Example of source data document for Wroctaw (1¥7101) (Grebner 1723)

The Florentine thermometer had a brass scale diviite 180 sections with
a star in the middle (Fig. 3). In addition, thelechad descriptions of different
categories of thermal sensations (Tab. 1). Data waitised and their quality
was checked. All standard statistical calculatiasese conducted and the results
were shown in Florentine degrees (hereafter deg.).
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Table 1. Thermal sensation descriptions on the scale oFtbeentine thermometer used in Wro-
ctaw, 1710-1721

Thermal sensation RangefnS. deg.

Hot and dry (ad calidissimuy >60

Very warm (‘ad magis caliduri) 40- 60
Warm (“ad calidumni) 20-40
Moderation (temperaturf) 0-20

Cold (“ad frigidunt) -20-0

Very cold (“ad magis frigidurf) —-40--20
Frost (‘ad frigidus Magnur?) —-60--40
Sharp frost (&d frigidissimu¥) <-60

Fig. 3. Magnum Thermo-

RESULTS AND DISCUSSION

The absolute range of air temperatures in the ghedy
riod oscillated from —91.0 (31Dec. 1711) to 55.0 (¥3
Jul. 1712) Florentine scale degrees. Annual meatesan-
perature in the period 1710-1721 (excluding theoiimc
plete years 1712, 1713 and 1717) reached —12.6Q@eg.
average, the warmest month was July (20.1 deglg e
coldest was January (-46.4 deg.) (Fig. 4). In thmeeths
air temperatures of above +20.0 deg. (July) andvbel
20.0 deg. (January) were recorded with the greditest
guency of occurrence.

The coolest year in the study period was 1711
(-17.8 deg.) and the warmest was 1719 (—7.8 degthe
warmest year both winter and summer were also the
warmest with mean temperatures of —-36.0 deg. and
26.4 deg., respectively. On the other hand, thg ceid
averages of 1711 were the result of very low wirzed
autumn temperatures, the lowest of the whole stusly

metrum Academiae Flo- riod. On average, autumn (-11.6 deg.) was warne th
rentine  (www.freunde- gnring (—14.4 deg.) (Tab. 2). Only for summer whas t

alteretterinstrumente.de;

06.2010)

mean air temperature above 0.0 deg (Fig. 5).
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Fig. 4. Annual courses of air temperature in Wroctaw, 171 (upper graph) and 1970-1981
(lower graph). (Explanations: J, F, M, ... — Janu&ghruary, March,

Table 2. Mean seasonal values of air temperature in Wwogiathe period 1710-1721 in Florentine
Thermometer Scale degrees

Month deg Month deg Month deg Season deg
Jan. -46.4 May 3.3 Sep. 5.3 Winter -41.9
Feb. -43.7 Jun. 14.9 Oct. -12.1 Spring -14.4
Mar. -33.0 Jul. 20.1 Nov. -27.1 Summer 17.3
Apr. -13.4 Aug. 17.1 Dec. -36.0 Autumn -11.6
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Fig. 5. Year-to-year courses of mean seasonal valuesr démiperature in Wroctaw, 1710-1721.
(Explanations: DJF, MAM, ... — winter, spring, ...)

Anomalies of annual mean air temperatures (witerezfce to the whole pe-
riod) show two periods with positive values, andlably three periods with
negative values (Fig. 6). The patterns of occueenictemperature anomalies in
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autumn are similar to those of annual anomalies.tl@n other hand, winter

anomalies increased gradually from the beginninthéoend of the study period.
A similar increase (though not quite as clear) loarobserved for the summer air
temperature anomalies. The spring was clearly wammeghe second part of the
study period.

.
o

1710 171117121713 1714 1715 1716 1717 1718 1719 1720 1721

(Florentine Scale degrees)
<)

Fig. 6. Year-to-year course of mean annual air temperanmmalies in Wroctaw in the period
1710-1721

The thermometer scale had descriptions of thermasation which are set
every 20 deg. Based on these descriptions the dreguof occurrence of each
category was calculated (Fig. 7). In winter, terapamres of below -20.0 deg.
dominated with a frequency of 99%. The highestuesgy of “sharp frost” was
noted in January and February. In summer tempestabove +20.0 deg. oc-
curred with a frequency of 97%. The extreme warerrttal sensations “hot and
dry” occurred only in July and August.

Due to the difficulties in scale conversion, a dethcomparison of the tem-
peratures in Wroctaw in the study period with camperary temperature condi-
tions is still not possible. However, it is possilth compare some features of the
annual courses. The comparison of such data frenhistorical period with con-
temporary data from the 2@entury (1970-1981) shows similar annual runs of
air temperature; in both cases the highest anddbmean monthly temperatures
occurred in July and January, respectively (Fig. 4)

From the literature we know that the beginningtaf 18" century is colder
than the second half of the "2@entury (Przybylak 2007, 2008). This period is
considered as the close of the Little Ice Age (Lat®77, after Brazdil et al.
2005). The first twenty years of the™&entury are about 0.5°C cooler throughout
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Europe than the 30century (Brazdilet al 2005). This is confirmed by the high
frequency of occurrence of categories of thermakatons described as “very
cold”, “frost” and “sharp frost”, during winter ithe period 1710-1721. However,
we should remember, that the analysed data arerfroming measurements, and
therefore should be compared to minimum temperatatteer than to the daily
mean. The comparison of the data measured withmmuimi temperature from Wro-
ctaw is being tested and results of this work tdlpublished in a separate paper.
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Fig. 7. Frequency of occurrence of specific categorigb@fmal sensations based on the scale used on
the Florentine Thermometer (Wroctaw, 1710-172yp{&nations as in Fig. 4 and 5, respectively)
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CONCLUSIONS

1. The thermal conditions in Wroctaw in the period Q1721 were cool,
with a high frequency of temperatures lower tha@.82leg. In the study period
mean annual temperature values show an increasidgncy.

2. Winter air temperature had the strongest influeaceannual mean air
temperature in Wroctaw, which was coldest in thielest year and warmest in the
warmest year in the period 1710-1721. Winter aimgerature maintains this in-
fluence in the present climate.

3. There is a great need to convert the scale of iwitine thermometer
used in Wroctaw (1710-1721) into Celsius. Attemotsio this up to now have
not met with any success.
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INTRODUCTION

A typological procedure of atmospheric circulationthe subjective method
(SM) developed by Osuchowska-Klein (1978) is bame@d subjective estimation
of synoptic situations by comparison with circubatimodel types. Such proce-
dure can lead to different interpretations of syimopituations if it is made by
different people (than author of classification). duch a procedure there is
a problem with updating of calendar of atmospheticulation for a longer time.
There was an attempt to solve this problem thobghobjective method (OM).
To the automation of Osuchowska-Klein’'s SM, Jentangnd Collison method
was used (Jenkinson, Collison 1977). This methosl wgad for automation of the
Lamb classification for the British Islands (Jomesl. 1992). The objective me-
thod was also useful in analyses of relation betmagenospheric circulation and
different meteorological parameters, among othiar§weden (Linderson 2001),
Estonia (Poskt al. 2002), the Iberian Peninsula (Trigo and DaCan#0@0,
Spellman 2000, Goodess and Palutikof 1998) objective method was, with
some changes, adapted to Osuchowska-Klein's methathe comparison with
Jenkinson and Collison method, new criteria weneeligped for the determina-
tion three atmospheric circulation types distingass by Osuchowska-Klein:
central anticyclonic, south intermediate betweeaolanjic and anticyclonic and
unclassified. The detailed description of the olijecmethod scheme is presented
in the study of Piotrowski (2009).

The main objective of the study was to check theptation degree of the ob-
jective method to subjective method of classifimatof atmospheric circulation
developed by Osuchowska-Klein for the area of Rbldrhe adaptation degree
was checked by the frequency of atmospheric citiculaypes determined by the
use of the objective method during particular aphesic circulation types de-
termined by the use of the subjective method. Asoitay was the interpretation
of selected synoptic situations according to thealve and subjective classifica-
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tions. Moreover, the spatial distribution of aiepsure at sea level (SLP) on mod-
el maps of atmospheric circulation types distingedkby Osuchowska-Klein was
compared with maps of spatial distribution of ageratandardized values of SLP
during adequate atmospheric circulation types deterd by the use of the objec-
tive method. An influence of particular atmosphagiiculation types determined
by the use of the objective and subjective metHodsselected meteorological
parameters (air temperature, total precipitatioafew vapour pressure) in two
seasons — winter and summer was also analyzed.

DATA

The procedure of determination of circulation typgdhe use of the objective
method is based mainly on two circulation indiceshear vorticity and geos-
trophic wind. Geostrophic wind was also used asogpheric circulation index
for Poland area by Lifyski (1969), Wibig (1994), Ustrnul (1998), Kachowski
(2003). Both indices mentioned above were calcdlate the use of mean daily
air pressure at sea level (SLP) from grid pointsualyesolution 2.%2.5°. Air
pressure data come from NCEP-NCAR reanalysis dsgafiéalnayet al. 1996)
and include data from 1958 t01990. From the samiegé¢here are data in form
of daily atmospheric circulation types determingd@suchowska-Klein (1978,
1991). To characteristic of influence of atmospheirculation types (determined
by the use of the subjective and objective metloodineteorological parameters,
there were used data from meteorological stationcentral Poland (LG&d
Lublinek; 5TP44'N, 1924'E). The data include daily average, daily maximand
minimum air temperature, daily total precipitatievater vapour pressure from 12
GMT for two seasons — summer and winter. Osuchowd&m’s classification
does not take into account the northerly circutatibhe OM takes into considera-
tion this sector, because the frequency of nontharculation is similar to fre-
quency from easterly and southerly sectors, whiah taken into consideration in
the SM (Piotrowski 2009). In the OM, the northesgctor is divided into two
parts 33730’-360° and 0-22°30’. First part was added to north-westerly cyatoni
and anticyclonic types and second part to nortledgsand easterly cyclonic type
and north-easterly anticyclonic type. This procedean be seen in names of at-
mospheric circulation types and their letter symsbdh case of the subjective
types, letter symbols remained unchanged. In thel@tdr symbols are changed.
They are connected with direction of geostrophievfl(capital letters) and with
characters of circulation (lower cases letterske $ht of symbols for all types in
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, Ca (G) — centratieyclonic, Sac (BE) — southerly
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— cyclonic south-easterly, S +Ryclonic southerly, SWc (D)
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The three similarity degrees to model chart of a&pheric circulation type in
A frequency of atmospheric circulation types detasd by the use of the SM
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westerly partly northerly, NE-EcN {E— cyclonic north-easterly and easterly partly

easterly and south-easterly, S-SWaGpP — anticyclonic southerly and south-
northerly

westerly, Wa (@D) — anticyclonic westerly, NWaN {E) — anticyclonic north-
— cyclonic south-westerly, Wc (A) — cyclonic westeNWcN (CB) — cyclonic

north-westerly partly northerly
the SM are omitted in the OM. This partition isgfal in case of the subjective

classification, but generates additional typestofaspheric circulation.

plicates statistical analysis.
during particular atmospheric circulation typesedetined by the use of the OM

the OM together with adequate symbols in the SMbfiackets) is following:
NEaN (E) — anticyclonic north-easterly partly nerly, E-SEa (B — anticyclonic
(Fig. 1.) gives the information about a adaptatiegree of the OM to the SM.

intermediate between anticyclonic and cyclonicXX- unclassified.
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Fig. 1. Relative frequency of atmospheric circulation tydesermined by the use of the subjective

method during types determined by the use of thectize method
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The highest concurrence of interpretation of syieoptuations in both methods
is visible in case of the NEaN (E) circulation tyjits an effect of the similar loca-
tion of anticyclonic center over Scandinavia artdgl annual frequency E type in
the comparison with frequency NEaN type (Fig. )tigyclonic types show better
the concurrence of interpretation of synopticatitins (37.2% cases) than cyclonic
types (25.4% cases). Some of the same types inrbethods (S-SWa and,C,
NWaN and EC, NWcN and CB) differ considerably from each othrerannual
frequency of occurrence (Fig. 2). This is the dffgicthe different methodology.
The SM is based on comparisons of synoptic chants fmain standard time during
a day. A final effect is determination of daily aspheric circulation by the use of
model charts taking into consideration three sintylalegrees to a model chart. The
OM is based mainly on atmospheric circulation iedi¢geostrophic wind and shear
vorticity), which are useful in determination ofretition of geostrophic flow and
character of atmospheric circulation. In the SMfiprime importance a locations
of surface pressure centers, while in the OM atiloicaf pressure centers is a result
of pressure differences, principally in the cemtf¢he area. The view of synoptic
situations (for example such as in Figure 3) duabtmgospheric circulation types
determined by the use of the OM shows that thectitire of air flow can be the
same during the different locations of baric systéntonstant location of baric
system usually assures inflow of air masses franséme area, but in many cases it
is also possible during different location of bagistem. The reasons of different
interpretation of synoptic situations in both methare well visible too in the loca-
tion of baric systems on model charts in the SM emdnaps that present standar-
dized values of SLP for selected atmospheric ctmn types in the OM (Fig. 4).
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Fig. 2. Annual relative frequency of atmospheric circiolattypes determined by the use of the
objective and subjective method
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Fig. 3. Examples of interpretation of synoptic situatigoa the basis of charts of distribution of
average daily values of SLP) according to the disje@nd subjective method

Atmospheric circulation types have an influenceadorming specific weath-
er types. It's very difficult to affirm, on the dasf values of meteorological pa-
rameters, which method is the best one in appraxmgahe influence of atmos-
pheric circulation on weather conditions, becausayrfactorsmay influence it.
Moreover, average values of meteorological parameatan depend on mistakes
in interpretation of synoptic situations. Supposingt the OM interpreted atmos-
pheric circulation almost correctly, Figure 1 infeg for example that the D type
is often interpreted in the OM as the S-SWa, SacSmcirculation. It is reflected
in higher values of air temperature and lower gmiégiion during the D type in
summer in the comparison with the SWc type. Sonmeospheric circulation
types give higher deviations of selected meteoicddgarameters (air tempera-
ture, total precipitation, water vapour pressuhentnorm in annual course. Val-
ues of deviations can indicate approximately, whmotthod of classification of
atmospheric circulation gives better results. Banaple, average daily air tem-
perature in winter (Fig. 5) is lower in most casésnticyclonic circulation (with
the exception of the Wa and NWaN types) determimethe use of the OM than
by the use of the SM. The highest differences oftenperature in winter be-
tween both methods range to ®5n case of the NWaN ¢E) type and 3. in
case of the S-SWa (D) type. EC circulation type is connected with very cold
advection air masses from very chilled Greenlanavéler, in the OM, warmer
air masses inflow very often over Poland from seasfrom the same direction.
In case of the S-SWa (D) type, a high difference of air temperature ressubm
a location of a high center over the Mediterran8aa in the SM (Fig.4). This
location prefers advection of warm masses frombsaugsterly direction.
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Fig. 5. Mean values of daily averag€.f), maximum ) and minimum T, air temperature
during atmospheric circulation types determinedh®yuse of the objective and subjective method
in summer and winter

In the OM the center high quite often occurs overado thenorth of the Black
Sea. From this region, in winter, cold air masdew fover Poland. In summer
differences of air temperature during adequateukdition types in both methods
are higher in case of cyclonic circulation thani@monic circulation. For exam-
ple — during the NWcN, Wc, SWc circulation is caldean during the adequate
CB, A, D types and is warmer during the NE-EcN, 8l &Ec circulation than
during the adequate, B and F circulation types.

The comparison of median values of water vapousguie in winter (Fig. 6)
during circulation types determined by the usehef M and OM shows that the
highest differences between values of this paranweteurred during the atmos-
pheric circulation types: S-SWa {0), NWaN (EC) and Sac (BE). It is mainly
resulted from differences of air temperature intainin summer during the Ca
and E-SEa circulation types, the content of wasgrov in air is considerably low-
er than during adequate to them types in the SMpanticularly high during the
NE-EcN and Sc types in the comparison with the adexgk and B types. In case
of the Ca and E-SEa types the low water vapourspresis connected with in-
tense insolation during day. Following the E-SE&wation in summer brings
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very dry and warm continental air masses over tha af Poland. A source area
has an influence on moisture properties of aiis ttlearly visible in cases of the
NE-EcN and Sc types. During the NE-EcN circulatwet air masses are often
transported from the area of the Black Sea. In chslee same circulation in the
SM air masses are drier because of the locatiomedbaric center (Fig. 4).
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Fig. 6. Quartiles of water vapour pressure during cirbotatypes determined by the use of the
objective and subjective method in wingerd summer

Differences of total precipitation in summer argh@r between correspond-
ing atmospheric circulation types in both methdumntin winter. In summer all
anticyclonic circulation types in the OM give lowgrecipitation than adequate to
them types in the SM. In case of the cyclonic typiesations is reverse with the
exception of the southerly cyclonic circulation.ribyg this circulation sometimes
the low that control an advection is a long diseafrom Poland and cloudiness
zone with precipitation that is connected with & ldoes not every time covers
the Poland area. Generally, in summer total pritiph is lower during the anti-
cyclonic circulation (about 22.5%) and higher dgrithe cyclonic circulation
(about 14.7%) in the case of the OM in comparis@h e SM. In winter preci-
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pitation is lower about 12,1% during the anticyatotypes and higher about 2,4%
during the cyclonic types comparing the OM with 8id.
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Fig. 7. Quartiles of average daily precipitation calcutafer days with precipitation greater or
equal 0.1 mm during types determined by the usbebbjective and subjective method in winter
and summer

CONCLUSIONS

In many cases, different average values of metegicdl parameters oc-
curred during the same circulation types determimgdhe use of the objective
and subjective method. Many relations (for exanip¥er precipitation and air
temperature during the anticyclonic circulation &ngher precipitation during the
cyclonic circulation in case of the objective mathin comparison with the sub-
jective method) indicate that the weather cond#iare a slightly better approx-
imated during objective circulation types. Analysfsselected synoptic situations
revealed differences in an interpretation of giggnoptic situations in both me-
thods. It is reflected in differences of frequerafycorresponding to each other
atmospheric circulation types in both methods. €idience of the same atmos-
pheric circulation types in a given day does natuocoften in both methods.
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Coincidence of anticyclonic types occurs in 30.0R6ases and cyclonic types in
32.3% of cases. In spite of these differencesptijective method is possible to
create the time continuing calendar of atmospharoulation types.

The low degree of adaptation of the objective metinarelation to the subjec-
tive method of atmospheric circulation classifioatresults from:

1. Different data wereised to determine a daily circulation type. In tie
jective method to calculate circulation indiceerthwere used average daily val-
ues of atmospheric pressure at see level. In date subjective method, there
were used synoptic charts from several main stantiare during day. On the
basis of this charts, it was classified of synopttoations to a daily atmospheric
circulation type by comparison with model charts.the subjective method,
a comparison of charts from several main standarést can lead to mistakes in
interpretation of synoptic situations. Particuladgmparisons are very difficult in
case of a significant differences of distributiohSLP between main standard
times. However, daily average values of air prassiged in objective method
cover up a dynamic of chances of baric field.

2. Quality of data. In the subjective method, intetatien of synoptic situa-
tion on the basis of synoptic charts with high eslof isobar interval can lead to
problems with proper estimation of situations iseaf weakly gradient of air
pressure.

3. Differences in location of baric systems, whichtcohatmospheric circu-
lation. In the subjective method especially take ronsideration a location baric
systems and less for a course of isobars acrosaréaeof Poland. The view of
synoptic situations during particular circulatigqpés determined by the use of the
OM shows that a course of isobars is also very napb.
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INTRODUCTION

The atmospheric circulation (together with solatiagions and water vapor
circulation) is the main factor that is creatingatheer conditions. The analysis of
relationship between atmospheric circulation arldcsed weather elements need
to identify low-frequency variability pattern.

Two main methods — the teleconnection method aimdipte component anal-
ysis are used in empirical studies to do this dov-frequencies variability pattern.
The teleconnection method obtains temporal coioglstin a meteorological para-
meter between one given geographical location dnotteer in the domain. This
procedure is repeated using every possible poitheadase point. The locations
producing the highest correlation fields acceptetha “centers of actions”.

The principle component analysis (PCA) created éfgenvectors of the
crosscorrelation matrix are individually scaled @ding to the amount of total
data variance they explain and then linearly tramséd under certain constrains
to obtain the major circulation pattern. Using thiethod Barnston and Livezey
(1987) computed ten monthly spatial variability rasdn a hemispheric 700 hPa
dataset, Rogers (1990) in a Northern Hemispherdeseh pressure. Clinet and
Martin (1992) described circulation pattern overdpe and North Atlantic. This
works relevant few dominant teleconnection patteefisrred to as the North At-
lantic Oscillation, East Atlantic/Western Russist@an, Scandinavia pattern.

The European climate conditions are created laygelscale meridional oscil-
lation of atmospheric mass between the subtropintityclone near the Azores
and the subpolar low pressure system near thentetarms North Atlantic Os-
cillation (NAO). Numbers of different studies hasieown relevance of the NAO
to the winter temperature over the Atlantic anddpean sector (Hurrel 1995,
Hurrel i von Loon 1997, Toumenvirtdt al. 2000, Greatbatch 2000, Huaettal.
2006). Additional studies have established linkisvben NAO pattern and preci-
pitations anomalies. Positive anomaly values o€ipr@ations are concerted in the
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northern Europe and extend from Greenland to nortReissia. Southern Europe
is characterized by negative precipitation anorsa(iglexandersson 1996, Al-
merza and Lopez 1996, Wibig 2001).

The second pattern used in this study, terms E#@ahtic, (abbreviate EA)
consist of north-south dipole of anomaly centeensing the North Atlantic. The
positive phase of the EA pattern is associated pdthitive anomalies of surface
temperatures in Europe due to modulations in thérepical influence intensity.
It is also associated with above-average precipitabver northern Europe and
negative anomalies of precipitation over southerropge.

The Scandinavia Pattern (SCAND) is the third daton type used in this study.
The positive phase of this pattern is associatéla bocking anticyclones occurred
over Scandinavian Peninsula and western Russianddtite positive phase of this
pattern temperature below-average occurred oveemeSurope. It is also associated
with above-average precipitation above centralsmuthern Europe.

The time series of instability indices values shgweriods with higher and
lower values of instability conditions. There ig thuestion then - how the atmos-
pheric circulations determine the instability cdiatis over different regions of
Europe. The purpose of this work is to determinkdibetween instability condi-
tions and selected modes of atmospheric variability

DATA AND METHODS

The investigation of spatial distribution of retaiship between instability con-
ditions and atmospheric circulation is based omosadinding data and type of at-
mospheric circulation. Radiosounding measuremeametéram 41 stations, taken at
00 UTC, covering the area between 35N and 65Npathdeen 10W and 50E, from
the period 1993-2007. The stations used in thidystwe shown in Figure 1. This
selected group of radiosounding stations contaiesrtost complete data series.

The radiosounding data sets are used to calcudétetad indices: Convective
Available Potential EnergyCAPE), Vertical Total (VT), Kl-index (KI), Total
Totals (TTI). These indices are calculated by caraBimeasurements of thermal
and moisture properties.

CAPE is a vertically integrated index and meastinescumulative buoyant
energy in the free convective layer from the lesfefree convection (LFC) to the
equilibrium level (EL) (Doswell and Rasmusen 1994, et al. 1997 Blanchard
1998). The formal definition is given by:
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EL _
CAPE =g J' [dez (1)

LFC VE

whereTyp is the virtual temperature of the parcel and is the virtual tempera-
ture of the environment.

T

A

A

Fig. 1. Geographical distribution of the stations used

1 — Ankara, 2 — Athinai, 3 — Beograd, 4 — Brest, Budapest, 6 — Bucuresti, 7 — Kharkiv, 8 — De
Bilt, 9 — Gibraltar, 10 — Idar, 11 — Izmir, 12 — Jmiken, 13 — Kyiv, 14 — Ajaccio (Corsica), 15 —
Leba, 16 — Legionowo, 17 — Lire, 18 — Lyon, 19 —dvid, 20 — Meiningen, 21 — Milano, 22 —
Muenchen, 23 — Moscva, 24 — Nancy, 25 — Nimes, @8land, 27 — Trappes (Paris), 28 — Payerne,
29 — St.Petersburg, 30 — Praha, 31 — Shleswig, S2nelensk, 33 — Sofia, 34 — Istanbul, 35 —
Stavanger, 36 — Trapani (Sicilia), 37 — Udine, $&lentia, 39 —Wien, 40 —VVologda, 41 — Wroclaw.

The next group of indices, describing the convectind severe weather po-
tential, are calculated by combined measurementhefthermal and moisture
properties. The high lapse ratio between low and-tnoiposphere and moist air
near the surface generate good conditions for #mstarm live.

The first of them, VT-index, is calculated as dafiénce of temperature be-
tween 850 hPa and 500 hPa levels.

VT = (Tsso - Tsoo) (2

whereTgso, Tsop are the temperatures at 850 and 500 hPa levels.
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The Kl-index measures air mass thunderstorm paidoyidirect indication of
vertical temperature lapse rate between 850 andh®@0 levels, lower atmos-
pheric moisture, and very indirect indicationstod vertical extent of the moisture
layer. The Kl-index is expressed as (George 1960):

KI' = (Tsso _Tsoo) + (Tdsso —Tdd 700) 3

whereTdgs is the dew point temperature at 850 hPa leldd;q is the dew point
temperature depression at 700 hPa level.

The Total Totals parameter (TTI) assesses thehiisgaconditions, on the
basis of the temperature difference between 850580dhPa and the difference
between dew point at 850 hPa level and the temperat 500 hPa (Miller 1972):

Tl = (Tsso - Tsoo) + (Tdsso - Tsoo) 4)

When values of these indices increase, it meartgdhtbaatmospheric stability
decreases. According to many observations and tige¢iens, it is common to
say that severe weather events occur when VT-imdereds 26, Kl-index ex-
ceeds 25, and TT-index exceeds 49. This subjestilextion of instability indices
represents different methods of assessing thebifistaonditions.

The monthly average values of instability indieeere compare with the cir-
culation type such: NAO, EA and SCAND (Barnston &inbzey 1987). These
values are taken from NOAA server (http//www.cpemaoaa.gov).

The relationship between instability conditionsl atirculation types is based
on linear correlation coefficient. The correlatiovas calculated for summer
monthly values from May to August. The assessméstatistically significance
is based on t-Student procedure. The values oklebions coefficient greater
than 0.45 and 0.65 are statistically significar@.8tand 0.99 level.

RESULTS

The research on relationship between instabititices and circulation types
has indicated that there are correlations betweanges in atmospheric pressure
in the North Atlantic and European sector and litg conditions over Europe.

In May, the positive correlations between NAO idad VT, TTI and Kl in-
dices are observed over south-east Europe. Thagssbcorrelations are observed
over Alp area and southern France: above 0.2 aha@gpropriately for VT, TTI
and Kl indices. The special distribution of cortiela coefficient between selected
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instability indices and SCAND circulation type st®elongated zone from Ireland
to Turkey with positive values of correlation céatnt (Fig. 2).

In June (Fig. 3), the investigation shows largeaaréh negative values of
correlation coefficient between selected instapititdices and NAO type. There
is characteristic region from Ireland to centrardpe with the highest values of
correlation coefficient statistically significartt @9 and 0.99 levels. In the case of
SCAND index, there is noticed large area with pesivalues of correlation coef-
ficient (0.4-0.6), especially over eastern pantesfearched domain.

In July and August (Fig. 4 and 5), the correlatitbesween NAO index and
TTI, Kl indices in spatial distribution presenteouth-north differences. Northern
Europe is characterized by negative values of ladiwes coefficient (0-0.2) with
maximum located in Scandinavia peninsula and Ceginaope (0.4-0.6). Over
southern part of researched domain there are dapiesitive values of correlation
coefficient (0.2-0.6). During the positive phaseN#O the south Europe is influ-
enced by air mass from Africa. Warm, dry air cnogghe Mediterranean Sea be-
comes wet and unstable. The positive values of Ni&d@x indicated western air
mass over north and central Europe. Cold air mass Atlantic tends to decrease
instability conditions. The strongest correlatismbticed between SCAND index
and Kl and TTI instability indices. Over central rBpe correlation coefficient
reached values 0.4-0.6 statistically significan®.& and 0.99 levels. The blocking
anticyclones located over Scandinavia and westessiR stop air mass over cen-
tral Europe and developed instability conditions tusummer higher insolation.

Similar analysis of correlation of changes instgbéonditions with EA circula-
tion type become very weak and not significant ekermost area and not continuous
in space (Fig. 2-5). The EA pattern mainly occumedng winter period when the
correlation between air temperature and precipitatis significant.

The analysis of relationship between atmospheraukition and selected in-
stability indices shows that the correlation is s$tained in time and space. The
annual course of investigated indices shows diffenreoment of maximum. For
example, annual course of VT and TTI indices shthweshighest monthly values
in May or June, but KI and CAPE indices reachedimam in July and August
(Siedlecki 2009). This could create the changegbili spatial distribution of
correlation coefficient between selected indiced einculations modes. The pre-
vious investigations show that the strongest catim between NAO, EA,
SCAND indices and temperature or precipitation @siaed in winter months.
During the summer the relationships is the weakkegtresented maps the values
of correlations coefficient are small and statatic insignificant. It means that
the presented relationship is mostly accidental.
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CONCLUSIONS

European climate observations show that differeary have different meteo-
rological characteristics. Some years were genehat and dry and sometimes
large amounts of snow and precipitations were afeseMeteorologist would say
that air temperature and precipitations are relatetihe atmospheric circulation
pattern over the North Atlantic-European sector et al. 2001).

The vast number of detailed studies describedebiemal climate of the NAO.
Especially, the investigators are interested imti@hship with temperature and
precipitation. The NAO pattern and others has mistupper tropospheric feature.
Some investigations show correlations between thietlmy geopotential high and
the NAO (Luterbacheet al., 1999). The opposite phases of selected ciroulati
patterns have pronounced in cyclone tracks vanstibor example, during positive
NAO months the main cyclone track has a northeadteaentation, parallel to the
North American east coast and crossing midoceatihasast of Greenland (Rogers
1990). In the negative polarity mode, cyclone ar@sshe western Atlantic move
eastward, along latitude 45°N (Rogers 1990). In HQ®gative mode the highest
cyclone frequencies is observed over northern Eurbpm May through Septem-
ber, during the positive phase of SCAN pattern alously high pressure is ob-
served over Scandinavia. This is connected witbrthreastward extension of the
Azores high. The different geopotential high, diiet cyclone track and different
air mass frequency have implications in the in$itglmonditions.

The character of correlations between instabdyditions and circulations
indices in summer months, from May to August, anelirt spatial distributions
have been presented by isocorrelates maps. Thstigaton shows that the rela-
tionship between instability indices (VT, TTl, Kihd CAPE) and circulators
types such NAO, EA and SCAND is not sustainablespiace and time. The
strongest correlation coefficient are observed betwVT, TTI, Kl instability
indices and SCAND pattern over east part of rebearcomain in June and over
Central Europe during July and August. The analgbiselationship between Ki
and TTI indices and NAO type shows that duringdhly and August over north-
ern Europe there is noticed negative values ofetation coefficient. During that
time the southern Europe is characterized by pesitalues of correlation coeffi-
cient but statistically insignificant. The poorestationship is noticed between
selected instability indices and EA circulationayp
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INTRODUCTION

Direct comparison of the results of meteorologioglasurement according to
standard (manual) and automatic station is diffibed two main reasons. Firstly,
precision of instruments differs significantly (@articular it concerns wind speed
and direction, radiation balance, heat balance @edipitation measurements).
Secondly, the frequency of measurement is completiffierent. If measurement
by means of various devices is accomplished inddmme time, theoretically
measured values should be identical. In practica;durs rarely. Mean daily val-
ues collected by standard method are counted orbdkis of several terminal
values by simple arithmetical formulas accordingdtd regulation for meteoro-
logical station network which oblige in a given otiy. Averages from automatic
stations are calculated on the ground of programmearding frequency; usually
every hour. The different manner of calculatinghdaneteorological statistics
could influence on continuity and homogeneity @& thng-time series gathered in
the period of standard instruments applying. Tihgkest way to avoid this prob-
lem is to count mean values according to autonstéitton not from all 24 hours,
but from terminal measurements, the same when atdrithta are gathered. This
IS possible to achieve with small changes in AW reing procedures.

In Polish meteorological literature, first papeoncerning the comparison of
results of measurement according to different imsemts appeared in the end of
20th century (Szwejkowski 1999). In general, thegard measured meteorologi-
cal parameters like temperature and precipitafi@wer publications considered
measurement of moisture air condition (ediki et al. 2001, Roguskét al. 2001,

U This study was supported by funds of the granhNNW305 066836 in years 2009-2001.
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Rojek and Rojek 2001, Mazurczgk al. 2001, Gsioreket al. 2009). In native
literature it is possible to find synthetical stesliabout methodical problems as
well (Kusmierek 2008, Lorenc 2006, Some problems... 2001)mFAnoimerous
foreign elaborations Joyce’s publication (Jogtal. 2001) published in compact
publishing house should be taken into consideratforot of papers from this
subject appeared in materials published after niat@nal scientific conferences
dedicated the issue of automatic meteorologicdilosisiand instruments and me-
thods of observation (for example in Geneva inytbar 2006, in St. Petersburg in
the year 2008).

This paper presents the comparison of the restiltseorelative air humidity
and saturation deficit ten-day period values (cedrdn the basis of mean daily
averages) measured by standard and automatic olggénstruments in Agro-
and Hydrometeorology Wroctaw-Swojec Observatoryvérsity of Environmen-
tal and Life Sciences from the period 2000-2009 Plublication presents the
study of statistical estimation of the relevancd fiaquency of differences occur-
rence between standard and automatic station.

MATERIAL AND METHODS

Standard relative air humidity measurements wemrec@ed using August
psychrometer placed in meteorological screen (nggdat 7, 13, 19 CET) and
daily thermohygrograph (readings at 1 CET). Acaogdio valid regulation for
climatological stations, daily averages of relataie humidity were calculated
from 4, while saturation deficit from 3 terminalsayvations (excluding 1 CET).

Automatic meteorological station Campbell Sci. LIE€CR23X model) is
equipped with air temperature and humidity sensér M0 A Rotronic which is
installed in the same meteorological screen. It pragrammed to record all meas-
ured parameters per minute. On the basis of thelses/logger generates hourly
and daily reports. For example: relative air hutyifiom 1 CET is calculated as an
average of 60 values from 0.30 to 1.29 CET. Fooraatic station, mean daily
values are calculated as an arithmetic averageloés from 24 hours.

Saturation deficit was read from psychrometric éabby A. Rojecki using
daily averages of air temperature and humidity ¢esiag to both measurement
methods). Ten-day period averages were calculateth® basis of mean daily
values ten-day period averages were calculated.

The hypothesis of the normality of analyzed vaeahtlistribution was veri-
fied by examining elementary descriptive paramefemefficient of variation,



68

kurtosis and asymmetry), histograms, normal prditalgraphs and according to
W Shapiro-Wilk test, which is the strongest of alailable tests to estimate the
normality of variables distributionu(= 0.05). Furthermore, homogeneity of va-
riables’ variation has been studied (Levene tedgsE, Brown-Forsyth test) for
the relevance leval = 0.05. Student's test was used for estimatirgyagice of
differences for groups with homogeneous variatitmsase of non-homogeneous
variations, Cochran-Cox test was applied=(0.05 in both cases).

The comparison of values measured by two methodgelavance of differ-
ences between them was defined by correlation icaafts, linear regression and
tests which examine the relevance of differencedndependent samples using
STATISTICA program (8.0 version).

In the studied period of 2000-2009, especially inter, 5 disturbances oc-
curred in power supply of automatic station andseesi failures. Appropriate
averages for this period excluded lacking data.

RESEARCH RESULTS AND DISCUSSION

The comparison of relative air humidity and satoradeficit averages from the
nine-year period (2000-2008) in successive tengaiods differs in some extent.
In case of relative air humidity for each decaddu@s measured by standard me-
thod were lower than values from the automatidastafThe smallest differences
between both methods were observed in summer mgaltiosit 1-2%), while the
greatest differences occurred in late autumn amdriter.

The comparison of ten-day period averages of dasoraleficit shows far
greater differences. In all ten-day periods ofythar, values from standard station
exceed the values from automatic station. Maximuffierénces, which exceeded
4 hPa, were found in summer months, whereas minindifferences (about
0.5 hPa) appeared in December and January.

Results reached by authors of this paper are iordance with publications
of other authors. Roguski al. (2001) claimed that saturation deficit measured by
standard method as a mean value from 7, 13 andeI9w@&s higher in vegetation
period on average by about 21% than values froronaatic station (averages
from 24 hours). Saturation deficit mean daily val@iem 7, 13 and 21 CET are
much more similar to the automatic data. Authorstbier publications acquired
similar differences (Lalmlzki et al. 2001). Relative air humidity comparison in-
cluded in Szwejkowski's paper (1999) pointed at thaan annual values of this
parameter according to standard station differ f@#¥hours averages data to the
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according automatic method by about 2.8%. In chseerages counted from three
terminal observations according to automatic statifferences came to 4.8%.

The earlier publication written by one of the authof this paper contains the
comparison of two moisture air condition indicatdrsm the one-year period
(Rojek et al. 2001). Maximum relative air humidity differencestlween both
methods, which reached 4%, appeared in months ®@otaber to January. In all
months, saturation deficit values measured accgrtbnstandard method were
higher than values from automatic station. The tgtadifferences reached
0.5 hPa in May and June.

The reason of such a high and statistically sigaift disparities in both pro-
cedures (especially in case of saturation defisithe fact that the values from
night hours are excluded from an official Polishteeeological network formula
for counting daily averages. Lorenc (2006), in pnallication, presents (inter alia)
calculation results of relative air humidity couhtesing different formulas and
for different number of observations. Relative kimmidity mean daily values
from three terminal measurements in particular degs lower even up to 13%
than daily averages calculated from eight valuesapgay. Mean monthly values
counted by this manner differ in summer even by 7%.

These results remarkably explain quite small défifiees between relative air
humidity ten-day period values gathered using bo#gasurement methods at
Wroclaw-Swojec Observatory. In contrary to satwratileficit, calculations con-
cerning relative air humidity included daily aveeagalues from 1 CET.

Similar problem was found in case of saturationaiteft results from exclud-
ing evening and night values in mean daily valuenfda. Bry (2003) describes
this issue in her publication. Discussing long-tissuration deficit observation
series (1946-2000) in several places in Wroclavh@upays attention to non-
homogeneity in 1978, after a change of the eveabwgrvation time. Until 1978,
mean daily values were calculated from 7, 13, 20u@from 21 was taken twice)
and later from 7, 13, 19. After the change ofydadturation deficit calculation
formula, differences are in the range between ®4 And 0.8 hPa and are far
greater on particular days (especially in July Aogust).

Very interesting data, concerning this issue mafobad in the publication of
measurement’s results from Brno (Bil-Knozova andiwsky 2006). Authors of
this paper have accomplished measurements usintypgs of automatic stations
(Vaisala and HOBO) and two kinds of standard imaguts: August psychrome-
ter and hygrometer. Maximum relative air humiditgan daily values disparities
measured by August psychrometer and Vaisala statoyn from 15.3% (higher
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humidity value according to automatic station) 3% from psychrometer. Ex-
treme differences between hygrometer and Vaisalthost measurements reach
from 8.3% (higher values measured by Vaisala statio 15.7% (higher values
gathered by hygrometer). Disparities between hygtemand Hobo station mea-
surements are in a similar range — from 9.1% t8%5.Daily averages from all-
year period between hygrometer and HOBO differ 182@ while between hy-
grometer and Vaisala by 4.2%. Appropriate diffeen@mong measurements
executed using August psychrometer and two kindsutdmatic stations amount
to 2.4% for Vaisala station and 3.6% for HOBO.dltifiteresting and should be
taken into consideration that data from two autarrstations differs against each
other, in spite of the same average counting foamthe mean annual difference
of daily values comes to 0.46% indeed, but the ddgitemporary disparity
amounts to 35.7%.

The next stage of both methods comparison wasrdtggiéncy of differences
occurrence delimitation between daily values iml@&thed intervals. For relative
air humidity, classes were set every 2%, whilearecof saturation deficit every
2 hPa. Frequency is defined as a humber of caseseewhe difference between
standard station value an automatic station vahlls into deliminated class
range. Thus 20 for relative air humidity and 9 $aturation deficit frequency
intervals were obtained.

Relative air humidity frequency of differences otence distribution is close
to normal (Fig. 1). The greatest number of eveh&906) occurs in the interval
from -1 to —3%, then 565 events (i.e. 17.4%) issftom -3 to —5%. The smal-
lest disparities between both methods (from —1%) &ccurred 513 times, which
amounts to 15.8% of all daily values in the ninasyanalyzing period. Maximum
deviations in eight less numerous classes accouft 9% of all differences.

Contrary to relative air humidity, frequency offdifences occurrence results
received for saturation deficit was completely eiéint (Fig. 2). Distribution of
this parameter is characterized by unmistakablenawtry with a marked domi-
nation of two classes of frequency. The smallespatities (from —1 to 1 hPa)
occur most often (1232 events i.e. 38.0%). A litlever values (1221 i.e. 37.7%)
were found in the interval from 1 to 3 hPa. Fowassks of differences frequency
which occur rarely (from —1 to —3 hPa and aboveP@)hamount to 0.7% of all
values.

From among several meteorological parameters asdlyrz Durto’s (2001)
publication, the vapour pressure daily averagesldhme taken into consideration
as very interesting. The comparison of standardaatdmatic methods considers
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only one-year period and in this time the mean ahdisparity of vapour pres-
sure came to 0.8 hPa. Author, in his paper, indedkele with frequency of differ-
ences occurrence of daily values as well. Maximumlmer of events (above
53%) was found in class from —0.65 to 0.56 hPa.
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Fig. 1. Frequency of differences occurrence between velair humidity (%) according to standard
and automatic station during the period 2000-2008
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Fig. 2. Frequency of differences occurrence between sainrdeficit (hPa) according to standard
and automatic station during the period 2000-2008
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Before choosing appropriate statistical test, is warified if there were any
grounds to reject the hypothesis of analyzing ruoéstir condition parameters
normality of distribution. The study of variablelementary descriptive parame-
ters (coefficient of variation, kurtosis and asynmylewas conducted. These coef-
ficients and indicators values didn’t exclude ndrdiatribution. W Shapiro-Wilk
test, which is the strongest from all availableggds estimate the normality of
variables distribution (for relevance lewek 0.05) was the final step of verifying
assumed hypothesis. The normality of variablegildigion entitles to use para-
metric statistical tests for estimating relevantdaliferences between both me-
thods. For pairs of variables the variation homeggnwvas studied (Levene test,
F test, Brown-Forsyth test), for the same relevdacel a = 0.05. In majority of
events, for groups with homogeneous variationgerihces relevance was esti-
mated by Student's t-test, while in case of nondgeneous variations Cochran-
Cox test was applied.

Estimated relevance of differences results fortinadaair humidity measured
by standard and automatic station are insertedbieTl. Results obtained to dai-
ly averages were studied for all ten-day periodsuocessive decades from the
period 2000-2008. Regarding editorial limitatioteb{e size) only data from three
primaries (2000-2002) and three last years of anmayperiod was presented in
this paper. In the first period, differences wesagistically significant only in the
first decade of December 2000. In the year 2006 nthmber of ten-day periods
like that came to 5 (one in October and November earery decade in Decem-
ber). The number of statistically significant diffeaces in case of relative air hu-
midity measured by two methods in the year 2007 20@B was marked higher
and amount to almost a half of all decades intthis.

Similar procedure concerning saturation deficit wampiled in Table 2. This
table shows diametrically opposite results (in carigon with relative air humidi-
ty). In the greater part of ten-day periods respilteests pointed at statistically rele-
vant differences (for relevance lewek 0.05). In the year 2006 it amount to 10, in
the year 2007 and 2008 only 3 decades in eachwyanon-relevant differences.

Despite of relatively large differences for bothistore air condition indica-
tors, there is a close relation between them. Egy@rand 4 show linear correla-
tion dependence for 36 decade averages (all ya#ineged by standard and auto-
matic station. Relative air humidity correlationefficient is very high and
amount to r = 0.998, while for saturation deficieasured by both methods is
weaker, but also high (r = 0.989). Authors of otheblication (Mazurczylet al.
2001) received similar high and positive correlatiesults for shorter period.
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Fig. 3. Relation between ten-day period values of relatire humidity (%) from the period
2000-2008 according to standard and automatiostati
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Fig. 4. Relation between ten-day period values of saturateficit (hPa) from the period 2000-2008
according to standard and automatic station
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Relative air humidity data contained in the sampepgMazurczyket al.
2001) differ from results from Wroctaw-Swojec Obssiory measurement in
one, significant point. According to quoted authatatistical analysis show,
that relative air humidity data don’t have normatdbution. Despite this fact,
relevance of differences levels tests prove thatettis no reason to reject zero
hypothesis. P-values, depending on kind of testtaio in the interval from
0.145 to 0.917, so these values are marked higber the received leval =
0.05. In conclusion, authors confirm that both noeasent methods may be
applied exchangeably.

In addition, relevance of correlation coefficiemtsalysis (Tab. 3, 4) con-
firms its high values obtained in this study. Iseaf relative air humidity (Tab.
3), in first as well as last period of the reseatbtle number of non-significant
coefficients is inconspicuous. In the year 20002®002 and 2008 in all ten-
day periods, relations between two methods wassstatl significant. In the
year 2006 and 2007, two decades with non-significamrelation coefficients
occurred (all in winter months).

Similar results have been obtained in the casatfration deficit (Tab. 4).
In the year 2000 and 2001, there was no ten-daipgsemwith non-significant
coefficients, in the year 2002 and 2008 occurree dacade for each year, in
the year 2007 — three and in the year 2005 fouadix, in which correlation
coefficients were statistically non-significant.

For examining the correctness of proposed regressiuations, they were
verified on the independent material from six maentti the year 2009 (Tab. 5).
In this table relative air humidity and saturatideficit ten-day period averages
gathered according to standard, automatic measutearal calculated by re-
gression equations from Figures 3 and 4 were iedeResults of this verifica-
tion were satisfactory. In the case of saturatieficit in all 18 decades values
from proposed equation were much more similar ancgard station data than to
averages from automatic measurements. Resultefative air humidity were
similar. Only in the third decade of April the valaccording to regression equ-
ation was equal to automatic average and it diffem standard value at 4%.
On the whole, research results entitle to recomnabtdined linear regression
equations.
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Table 5. Ten-day period values of relative air humidity (&)d saturation deficit (hPa) according to
standard station, automatic station and calculayeggression equations in the year 2009

Relative air humidity (%) Saturation deficit (hPa)
Months Tpe;r_iggy Standard Automatic Quotient Standard Automatic Quotient
station station of regressio  qtation station of regressio
equation equation
1 88 92 87 0.5 0.3 0.7
January 2 86 92 87 1.0 0.4 0.8
3 85 95 89 1.2 0.3 0.7
4 84 94 88 1.3 0.4 0.9
February 5 89 96 90 0.6 0.2 0.6
6 83 93 88 1.4 0.4 1.0
7 78 89 84 25 1.0 1.8
March 8 79 90 85 1.9 0.7 1.4
9 74 84 80 2.6 1.2 2.2
10 68 72 71 7.4 3.6 5.7
April 11 64 71 69 6.6 35 5.6
12 58 62 62 9.4 55 8.7
13 61 68 67 8.5 4.5 7.2
May 14 68 76 73 7.1 34 55
15 76 82 78 6.6 3.1 5.1
16 75 83 79 5.6 2.5 4.1
June 17 72 78 75 7.0 3.7 6.0
18 88 95 89 3.3 0.9 1.6

CONCLUSIONS

1. Differences of moisture air condition parametersasueed by two me-
thods have different signs. Relative air humiditg@ding to standard station was
lower than automatic in all ten-day periods in ylear. Ten-day period averages
of saturation deficit from standard method wereagisvhigher.

2. Saturation deficit ten-day period values gathergdtandard method, in
70% of all decades from the whole of analyzing gabidiffers significantly from
values measured by automatic station. In case lative air humidity non-
significant differences prevail and amount to 13@®Rall ten-day period values.
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3. Frequency of differences occurrence distributioosoeding to both me-
thods for two moisture air condition indicators vetif$erent. Relative air humidi-
ty frequency of differences occurrence was simitanormal distribution, while
distribution of saturation deficit frequency wasgly asymmetric with a marked
domination of two classes of frequency.

4. The verification of suggested regression equat{@msch transform data
from automatic measurements into standard statia) @n independent material
from year 2009, confirmed effectiveness of propgsimethod. These equations
may be used to creating homogeneous long-timessafier changing data from
automatic station to standard.
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INTRODUCTION

The town of Ustka is situated in the Poliz&oszalhskie (Littoral Koszalin
region) macroregion at the estuary of the riveptuand it functions as a spa or
a small harbour, mainly a fishing one and at thmestime it is a suburban bathing
place for the inhabitants of the town of Stupskwile sandy beach, a lot of sun-
shine and high emission of aerosols from the sarfzfcthe sea as well as the
vicinity of a strip of dunes overgrown with a pim@®od constitute a large attrac-
tion of the seaside natural environment in theaegif Ustka. Recreational sur-
face amounts to about 120 krm which a complex of sea values, used for
recreation and health improvement, dominates. Henégus diseases are cured:
diseases of peripheral vessels, of respiratoresystf nervous system and rheu-
matic and endocrinological diseases using the sodihloride, bromide and
iodide waters occurring in this area. Ustka has&aia with a capacity of 1400
people and the accommodation for about 10 thougsugple in the lodgings
(Czerwinski 1997, Kondracki 1988, Koztowska-Szsna 1981, Lijewskiet al
2002, Labuz 2008).

In the region of Ustka there is a bend of the ctiastsouthwards which re-
duces the west wind speed and smoothes biocliratiditions of this region.

Among the factors that decide about the possihilitysing leisure and tour-
ism in the given area, the weather should be meedicas its course makes it easier
or completely impossible to realize the plannedanfoof recreation. The region of
Ustka, similarly to the remaining part of the co@stharacterized by large variabil-
ity of the weather, particularly in winter and gaspring (Atlas ... 2004). The larg-
est stability of the weather is characteristic aigast and May (Bfaejczyk 2004,
Girjatowicz 2006, Kaminski, Michalska 2005, Mtuset al. 2004).

The climatic and bioclimatic conditions of the kistregion were the subject
of several studies, mainly in the monograph onrésert written by Koztowska-
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Szczsna (1981) and Koztowska-Szsnaet al (2002), and then in the articles
by Chabior (2004) and Girjatowicz (2006), and dgdwiecien (1969) and W
(1967). The information concerning the sunshinth@ézone of the Baltic coast is
included in the work by Kaminski and Michalska (2006), and that with regard to
thermal and humidity conditions — in the Atlas e§ources and climatic threats in
Pomerania (2004). Variability of extreme temperasutalong with their trends) in
the zone of the Baltic coast is described in thekevy Kazminski and Michals-
ka (2008 a and b).

The mentioned climatic and bioclimatic studies Marefer to the earlier pe-
riods and due to the fast changes of the climatwwedisas to the improvement of
statistical methods, there is a need to undertakestudies on the bioclimate and
to assess the trend of its changes and that &ref this analysis.

MATERIAL AND METHODS

The material used in this study was based on @air) results of the mea-
surements and observations from the station inaUstkicerning the air tempera-
ture (maximum, minimum and mean), relative humidityair, wind speed, at-
mospheric pressure, number of days with precipitati0.1 and >1.0 mm and the
state of the sky: medium-level clouds and low-lesi@luds from the period of
April-September over the years 1986-2005.

In the first part of the study the number of daf/¢he following character was
calculated: comfort day$fx 18-23C), warm ,.=>25’C) and very hottfq,>30°C)
days, days of daily (24hr) amplitude of air tempana >8 and >12C, of daily
relative humidity of air > 85% and 95%, days wittegsure changing every 24
hours within the values of >8 and >12 hPa, dayh piecipitation >0.1and >1.0
mm per the period of 24hrs and with wind speed @ 10 m-8. Moreover, in
the study decade values of real and relative snashiere taken into considera-
tion. In the second part of the study the bioclimatdices were used in order to
evaluate climatic factors favourable to and lingtihe conditions of recreation in
the region of Ustka, such as: subjective tempegaitulex STI, heat load of or-
ganism index HL, predicted insulation of clothimgléx Iclp and weather evalua-
tion index WEI (Bfaejczyk 2004).

On the basis of the STI index the frequency of aerice of different classes
of heat sensation according to months and dayswwdsed out:

STI (°C) descriptive characteristics of the weather
below —38.0 — extremely cold weather
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from —38.0 up to -20.0
from —=19.9 up to —0.5
from —0.5 up to 22.5
from 22.5 up to 32.0
from 32.0 up to 46.0
from 46.0 up to 55.0
above 55.0

— very cold weather

— cold weather

— cool weather

— comfortable weather
— warm weather

— hot weather

— very hot weather

The values of the index of heat load of organismfélLin the following intervals:

HL

0.250 and less

from above 0.250 to 0.820
from above 0.820 to 0.975
from above 0.975 to 1.025
from above 1.025 to 1.180
from above 1.180 to 1.750
above 1.750

Heat Load:
— very strong — cold stress
— strong — cold stress
— slight — cool stress
— minimum heat load
— slight — warm stress
— strong — heat stress
—very strong — heat stress

The evaluation of thermal environment by meanshef predicted insulation of

clothing index Iclp:

Iclp (clo)

<0.30 —very warm
0.31-0.80 —warm
0.81-1.20 — neutral
1.21-2.00 — cool
2.01-3.00 —cold
3.01-4.00 — very cold
> 4.00 — arctic

Thermal environment:

Then the weather conditions were characterized vetfard to their useful-
ness for various forms of recreation and tourismgithe index of weather eval-
uation.q (Btazejczyk 2004). Four possible forms of recreationendeen identi-
fied in the study: sunbathing (SB), airbathing (A®alking and quiet field work-
shops (MR) and intensive marches, walking andimgdburism (AR).

On the bases of average values of the \)WE$B, AB, MR, AR) indices the fol-
lowing classification of weather usefulness waspted:

<0.5

from 0.5 to less than 1.2
from 1.2 to less than 2.0
from 2.0

— unfavourable weather

— moderatelptaable weather
— favourabletivea

— very favourable weath
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The above partial indices were the basis to caleulze total group WE]
index in successive days in the warm half-yeare @ifferentiated values of this
index made it possible to evaluate the weatheritiond in the region of Ustka.

WE o

below 3.5 — unfavourable conditions

from 3.5 to less than 5.0 — moderately tagble conditions
from 5.0 to less than 6.5 — favourableditbions

from 6.5 to less than 8.0 — very favouratgaditions

from 8.0 — markedly favourable conditions

ANALYSIS OF THE RESULTS

In the region of Ustka the average annual totdlonfrs with the sun amounts to
1647. In this, 75 % of the annual total falls itite warm half-year and in summer the
real sunshine is five times as large as in winteria spring it is nearly twice as large
as in autumn. The coastal zone, particularly tea around Wiadystawowo and Hel,
but except for the region of Dartowo, belongs, riexPolesie Lubelskie, to the sun-
niest areas in the country (Bogdka 2005, Kaminski and Michalska 2005). The
largest number of hours with the sun is recordelday — on average 8.2 hours per
day and in July — 7.9 hours, but in different yahese values may vary from 4.9 to
11.1 hours in May and from 4.7 to 13.4 hourduly (Tab. 1). Fig 1 shows that in
individual decades of the warm half-year therelarge fluctuations of mean daily
real sunshine, particularly in the second decad®laf — from 1.8 to 13.2 hours.
There is a significant decrease in the duratioe trfhsunshine in the second decade
of July, both in average values and in extreme .dnethe warm half-year (April-
September) a positive, but not significant lingand of real sunshine totals is ob-
served in May and in July and a negative one ineSaiper.

In the vegetation period the relative sunshineeas 50% only in May and in the
remaining months it varies from 34.4% in Septenibd9.4% in August (Tab. 1). As
far as the decade arrangement is concerned, tigtindgth regard to the sunshine are
the second decade of May and the first decadely{Big. 1). Minimum human or-
ganism's requirements for the real sunshine anouaitleast 4 hours daily. A period
longer than that occurs with a 50% probability fritva third decade of March to the
first decade of October, reaching 100% in the flestade of June and in the first and
second decade of August. Whereas a 50% probabfligkceeding the period of
6 hours per day occurs from the third decade oil Apthe third decade of August
and a period of more than 8 hours can only occtiensecond and third decade of
May and in the first decade of June (Tab. 2).
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Table 1. Average (hours) daily (a), maximum (b), minimuach &nd relative sunshine (d, %) and the
coefficient of variation in % (e) of real sunshineUstka Years 1976-2000

Statistical

characteristic April May June July Aug Sept
a 5.6 8.2 7.5 7.9 7.4 4.4
b 8.4 111 9.8 134 10.0 5.6
c 3.2 4.9 3.9 4.7 5.6 2.6
d 40.0 51.1 44.0 47.3 49.4 34.4
e 23 20 22 27 17 21
Hours Ustka
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Fig. 1. The mean, maximum, minimum daily sunshine (hcaesprding to decades in the warm half-year.

Years 1971-2000

Table 2. Probability (%) of exceeding 2, 4, 6, 8 i 10 (l®wvith the sun according to decades in Ustka

April May June
Hours
1 2 3 1 2 3 1 2 3
2 92 08 97 98 99 99 100 99 94
4 64 85 85 90 95 94 96 93 83
6 o5 48 58 70 82 80 79 72 63
8 4 12 26 41 58 55 46 38 39
10 7 17 31 29 16 11 18
July Aug Sept
Hours = 2 3 1 2 3 1 2 3
2 98 98 99 100 100 98 08 83
4 93 87 93 96 99 90 79 98 a1
6 79 59 75 75 86 68 36 68 8
8 56 24 43 36 43 37 6 14 1
10 31 6 16 8 8 13
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The average number of thermoneutral ddys, ((8-23C) clearly increases
from April (2 days) to July and August (16 daysesch month) so as to decrease
in September to 8 days (Fig. 2). In the light céséy data, the thermal conditions
pervading in the region of Ustka in summer (Jungnsl) should be regarded as
favourable to the recreation, which Girjatowicz &@tehbior (1991) and Kwieadie
(1969) showed in their works. Whereas burdensoma human being are re-
garded the hot days with a maximum temperaturé,2bhich can occur as ear-
ly as from the third decade of April up to the eidSeptember with a maximum
from the third decade of June to the second desBdegust — on average 2 days
(Fig. 3). It happened, however, that there wergsy@gawhich even 13 hot days
were recorded in July (in 1994) and 16 in AugustZ002) or they occurred in
sequences, as for example in 1984 — from 23rd Aprind August. Noteworthy
is the fact of a small number of hot days in thetfdecade of May and in the
second decade of June and July. This is connedtbdaw increase in an inflow
of polar maritime air (Kwiecie 1969, W@ 1967). In the analyzed period of 1986-
2005 a positive tendency of a hot days numbercisrded in the warm half-year.

Days average  ------- maximum
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Fig. 2. The mean and maximum number of comfort dgys 18-23C) according to decades. Years
1986-2005

Very hot days with a maximum temperature %3@ccur in the Ustka region
very rarely, mainly at the beginning of July andrat end of July and the begin-
ning of August (on average, about 1 day) — althoimgbome years they are ob-
served even over a period of several days in amang. in 1994. The highest
maximum temperature of air in the investigated tianhual period was recorded
on 10th August, 1992 — 37@, and this, along with a large interdaily varidil
of temperature amounting to abov€@kand a change in pressure of above 8 hPa,
constituted large thermal burden to the organism.
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Fig. 3. The mean number of days with maximum air tempeeat25 (a) and >30C (b) according
to decades. Years 1986-2005

The daily amplitude above’®, accepted as the difference betwegg, and
tmin, IS MoOst frequently observed in May and in August,average 12 days in
a month. In turn, the daily amplitude of air temgiare of the value >22 occurs
most often in May — on average 4 days and leaguémetly in September — about
2.5 days, showing slight fluctuations month by nhoffitig. 4).
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Fig. 4. The mean number of days with the daily amplitublaictemperature >8a) and 12C (b).
Years 1986-2005

Out of the indicators determining humidity conalits of air, the relative hu-
midity, the value of which >85% is sensed as vamnid air, is often applied
(Boksa and Boguckij 1980). In the region of Ustka thentioned value is record-
ed in April and in September, on average everyethiays, in May, July and Au-
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gust — every 3-4 days and in July — every 4 dayg &). The relative humidity
>85% occurs least frequently at the end of Junethadbeginning of July, on
average every 4-5 days. There are years in whiehgiven 10 day period in the
warm-half year the number of days with very humidcan vary between 6 and 9.
It should be emphasized that at the mean dailyiveldumidity > 85%, in the
night it reaches 100%. A more unfavourable feetihgir humidity takes place at
values >95%, which occur in April and June on agerone day and in July and
August only from 0.20 to 0.25 of day (Fig. 5). iy the period from April to
September, out of the 20 analyzed years, the largesber of days with mean
daily relative humidity above 85% occurred in tlemgs 1987 and 1988, as large
a value as 42% over the period from April to Sefterrand the smallest number
of such days was recorded in the years 1993 an2l-199 and 22%, respectively.
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Fig. 5. The mean number of days with relative humiditgiof>85% (a) and >95% (b). Years 1986-2005

Apart from the above described meteorologicaldi@cburdensome to a hu-
man being, the largest threat to human's healtiailg changes in atmospheric
pressure above 8 hPa and particularly above 12IhRhis regard, April is par-
ticularly unfavourable in which there are on averagore than 5 days with the
changes above 8 hPa and about 2 days with the ebaimpve 12 hPa (Fig. 6).
There are slightly fewer days with varying pressar&eptember — about 4 and
1 days, respectively. The interdaily changes inoafheric pressure >8 hPa are
observed least frequently in summer months (Jurnguél) — on average, up to
2 days. In the investigated multiannual period daahanges in the pressure
(>12 hPa) occurred very rarely. A maximum intergl@ihange in the pressure —
18.7 hPa was recorded in September in 1995.
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The largest burden due to atmospheric precipitaBocharacteristic of July
and September in which the percentage contribudfaime number of days with
precipitation >0.1 mm to the total of days amouetgpectively to 42 and 41% and
with precipitation >1.0 mm — 28% in each month (Fig In this regard, particular-
ly unfavourable are the second decade of July hedhird decade of August in
which there were rainfalls on average every twasd@yer the years 1986-2005 the
smallest number of days with such precipitation waced in the last decade of
April and the first decade of May — on averagehvytecipitation >0.1 mm every
three days and with precipitation >1.0 mm everg filays. The calculated temporal
trends (1986-2005) for the number of days with ipitation >0.1 mm turned out to
be positive in the months from April to August, aftwhich in May they were
statistically significantq = 0.05) and highly significantu(= 0.01) in June, whereas
a negative and non-significant trend occurred pi&aber.

Days
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Fig. 6. The mean number of days with the interdaily défese of pressure >8 (a) and >12 hPa (b).
Years 1986-2005
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Fig. 7. The mean number of days with precipitation >0.1afa) >1.0 mm (b). Years 1986-2005
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Wind of the speed >10 ni sdue to its small frequency of occurrence, on-aver
age 2 days in a month — from April to August andwi8 days in September, did
not constitute large burden to the recreation is thgion of the coast. Maximum
speeds of wind in Ustka in the analyzed summerywaf vary from 13 m'sin
May to 19 m & in April. The small speed of wind in Ustka, as q@amed with other
stations on the coast, results, among other thfngs, the bend of the seashore in
this region where the winds from the western seateprevailing (Atlas ... 2004).

Subjective thermal feelings of a human, stayingloors can be determined
by the subjectivaemperature index STl — based on the analysisehtiman's
thermal balance. In the region of Ustka in Aprié ttveather that occurs in the
analyzed 20 year period is, on average, of a ¢pal &nd starting from the second
decade of July — a comfort type (Fig. 8). Whereathé remaining period (from
the third decade of July to the second decade glist) the warm weather occurs
and in September the comfort weather again. Gthaellanalyzed days from April
to September (1986-2005), the most frequent waswien (37%) and cool
weather (31%), and less frequent the comfort ty3%84), whereas the hot (4%)
and cold weather (3%) — sporadic, and there welg drtases of the very hot
kind in the whole 20 year period (Fig. 9). It shibble emphasized that the above
assessment of thermal feelings by means of thev8llies was based on mean
daily values of meteorological elements which mfleeather conditions for var-
ious forms of recreation during a long summer day.
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Fig. 8. The course of mean and maximum sensible temper&tit according to days. Years
1986-2005
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In order to present human's bio-
thermal heat sensations in a more
detailed way, the frequency of years
with 6 classes of heat sensation was
worked out — from cold to very hot
according to days over the period
25% from April to September (Fig. 10).
The weather that occurs in the Ustka
region is of a cool type which, along

Fig. 9. Frequency (%) of the occurrence of he‘?‘With the cold type, is characterized

sensation classes according to STI in the Aprllb he | f f
September. Years 1986-2005 y the largest trequency of years

(from 60 to 80%) in the first and
second decade of this month. In the third decad&poil there is an increase in
the frequency of years with the comfort and warnatlver and even hot days
appear. In May days with the cold weather occuragtioally and the dominant
heat sensation is comfort, the occurrence frequehayhich decreases at the end
of May in favour of warm days. The warm weatheretyjrcurs from June to the
first decade of September being dominant from aisé decade of July to the first
decade of August - and in some days even in 80%heinvestigated years. In
summer, cool days also occur in about 20-30%, détesn comfort days, particu-
larly in August. In this month the frequency of y®avith hot days varies from
several to about 20% — particularly in the secoadade. Years with the heat
sensation — very hot, occurred only twice (29 Jame 29 July 1994). Such small
frequency of very hot days resulted from the faett in the STI index the daily
values and not those from the noon (12 o'clockeviaken into account. In Sep-
tember the frequency of years with hot and cordayts is still prevailing, particu-
larly in the first and third decade and the intBeaiion of the cool weather type is
characteristic of the middle of this month. A digtiishing feature of bioclimate of
the coast, including the region of Ustka, is larggability of heat sensations in 2-3
day sequences and day by day4mski and Michalska 2008 a, b, c).

A good indicator for the assessment of heat Idad louman, staying in the
open air, is a heat load index HL considering tfiece of the balance of heat
exchange, the amount of absorbed solar radiatioheaaporation loss of heat
(Btazejczyk 2004). The heat load that occurs in theoregif Ustka in April, May
and in September is on average of a minimum vahgeflam June to August the
load causing the stress of warmth is not largépatyh in the first decade of Au-
gust the load may even be strong and can restiieistress of heat (Fig. 11).
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Fig. 10. Frequency of the years (%) heat sensation cl&Bkaccording to months and days.
Years 1986-2005
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Fig. 11. Mean, maximum and minimum heat load of the orgahit. according to days. Years 1986-2005

The course of maximum values of HL shows that deiyls a very strong ther-
mal load occurred quite often, and also, but spoadig days with a very strong
heat load of the organism (the stress of hedtappened on 10 August 1992 when
the analyzed index HL had an exceptionally higlueat 3.935, resulting, among
other things, from very high extreme temperatug@sgC max and 233 min) as
well as from the daily mean (38@). The organism's load caused by a stress of the
cool is not large in the region of Ustka and it mhaioccurs in April what is indi-
cated by the course of the minimum HL values (Eig.

Taking the climatic conditions of Ustka into catesiation, predicted insula-
tion of clothes ensuring thermal comfort to peoptaying in the open field
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(Fig.12). In April the average values of the Icimlex varying from 1.2 to 1.6
point to the occurrence of cool thermal conditidndvay, June and in September
the occurring conditions are neutral (Iclp from @8L.2), and in July and August
—warm (Iclp from 0.6 to 0.8).
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Fig. 12. Mean values of the Iclp index of predicted insolatof the clothing according to days.
Years 1986-2005

For the evaluation of the usefulness of the weatbedifferent forms of
recreation, partial WE|yindices were used and this made it possible t&kwat
the so called weather calendars (Fig. 13-16). Tést bonditions for sunbathing
(WEl.¢SB), using clothing of appropriate thermal inswlatpervade in the re-
gion of Ustka in May, for the weather is very faxalie in 55% of days and in
the remaining days it is favourable (Fig. 13). e period from June to August
the very favourable weather occurs more or lessyeteee days and in Septem-
ber the favourable weather is dominant (83%). AlsoApril the favourable
weather (53%) to sunbathing dominates and the ratelgrfavourable weather
occurs less frequently (40%), however, in this maribthing for transitory sea-
sons should be used (Kozlowska-Sarmet al. 2002).

A dominating type of weather for airbathing (WEAB) is the favourable
weather occurring in above 70% of days in a moettept for the first half of
April and this along with the very favourable weatkireates optimum conditions
for this form of recreation (Fig. 14).
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Fig. 13. A calendar of weather usefulness for sunbathimgraing to days and months on the basis
of the WEL,, index (SB). Years 1986-2005
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months

days Apr May Jun Jul Aug Sep

<05 Unfavourable weather
from0.5<1.2 mﬁﬁm Moderately favourable weather
from1.2<2.0
from 2.0

Favourable weather
- Very favourable weather

Fig. 14. A calendar of weather usefulness for airbathingpeting to days and months on the basis
of the WEJ,,. index (AB). Years 1986-2005
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months
days Apr May Jun Jul Aug Sep

<05 Unfavourable weather
from0.5<1.2 mmﬁm Moderately favourable weather
from 1.2 <2.0 Favourable weather
from 2.0 - Very favourable weather

Fig. 15. A calendar of weather usefulness for walking antfield workshops according to days
and months on the basis of the WElavg. index (MBa¢$ 1986-2005
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months
days Apr May Jun Jul Aug Sep

<05 Unfavourable weather
from0.5<1.2 ﬁmﬁm Moderately favourable weather
from1.2<2.0 Favourable weather
from 2.0 - Very favourable weather

Fig. 16. A calendar of weather usefulness for intensiveches, walking and cycling tourism
according to days and months on the basis of thg,Wihdex (AR). Years 1986-2005
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In the warm-half of the year the weather condgidior mild recreation
(WEl.¢VMR) are favourable in July and August (70% of dagsid very favoura-
ble — from 19 April to 13 June (Fig. 15). In thenaning days of this half-year,
the favourable weather occurs in turns with they vavourable weather.

As to the intensive recreation (WEAR) the most favourable conditions
prevail in April — nearly in all the days of the ntb (Fig. 16). This type of the
very favourable weather occurs in about 30% in Magl in 10% in June. Whe-
reas in July and in August the favourable weathiér & few days of moderately
favourable type occurs. In September the favourablther dominates.

Adding the average values of four partial indivegl,,, (SB+AB+MR+AR),

a total index of evaluation WElwas obtained, the course of which in the succes-
sive days of the warm half-year was shown in Figjdrdn the region of Ustka
dominant are very favourable weather conditionsvlmious forms of recreation
and tourist activities (using clothing of appropeighermal insulation) and only in
the first half of April and at the end of Septemfarourable conditions dominate.
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Fig. 17. A course of the summary WEI index of bioclimatic conditions according to dayears
1986-2005

In the averaged values of WkUsed for the assessment of bioclimatic condi-
tions no unfavourable weather conditions were olegkin the discussed half-
year, whereas in May, particularly from 16 to 26rthwere markedly favourable
conditions, which also occurred sporadically in tamaining months. The bioc-
limatic conditions of Ustka presented in the stady representative of the north-
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ern part of the coast and this is reflected bynaneiased speed of wind, variability
of weather conditions and an increased number g$ adth heat sensation of
cold and very cold (Chabior 2004; Kozlowska-Sarmet al. 2002, Kaminski
and Michalska 2008b). For these reasons, a potemiad of leisure in the re-
gion of Ustka compared to the region $Winoujscie is shorter by about two
weeks.

CONCLUSIONS

1. In the region of Ustka the best sunshine conditimngecreation in the
warm half-year are recorded in May (8.2 hours) anduly (7.9 hours), and ther-
moneutral conditions — in July and in August (oerage every two days).

2. Hot (tna>25°) and very hot dayst{,=>3C), due to their very small fre-
quency of occurrence do not constitute a largeddmurfor rest and recreation,
although sporadic appearance of the years in whigih temperatures will be
recorded in sequences of several days should ba tato account.

3. In summer, during a period of the largest numbetoafists at the sea-
side, the interdaily changes in pressure >8 hParpan average, 2 days in
a month, and changes >12 hPa occur very rarely.

4. A burdensome character of the weather caused agvehumidity of the
air — above 85%, is the smallest from the thirdadiecof June to the first decade
of July — on average, every 4-5 days and it iddahgest in April and in September
— on average, every three days.

5. Daily amplitudes of the air temperature abov&Cl2ue to their small
frequency — on average 3 to 4 days in a month,a@onstitute a larger burden
on the organism.

6. Out of several discussed meteorological thermaiofac the days with
precipitation, the largest number of which occurthie second decade of July and
the third decade of August (on average every tws)lare burdensome for vari-
ous forms of spending free time.

7. A dominating type of weather is the warm weathét%3of days of the
whole half-year), and then the cool weather (31€6jmfort days occur in 25%,
and days with the cold and hot weather — 3 andré%pectively .

8. Considering the multiannual period, in the warni-pabr dominant are the
days with a slight heat load of organism, causiress of heat (HL) — mainly from
June to August, and in the remaining months — détysa minimum heat load.
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9. Throughout the whole summer half-year the weatleditions pervad-
ing in the region of Ustka are favourable for suhlmay, using clothing of appro-
priate insulation, and in May they are even veryotaable. However, in this
month a low temperature of air is a limiting factbr April, the moderately fa-
vourable weather occurs, on average, every thrge dad sporadically — unfa-
vourable. Similar weather conditions are for ainirag.

10. In the region of Ustka the most favourable weativerditions for walking
and for slightly intensive field activities are oeded in all the months of the
warm half-year, and for intensive marches and fking and cycling — mainly in
April.

11. Solar, biothermal, humidity and precipitation cdimis occurring in the
Ustka region make it possible to lengthen the nmshsive tourist season, last-
ing at present from mid June to August by aboutdys i.e. from the middle of
May to the middle of September.
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INTRODUCTION

Continuous territorial development of cities leadstheir increasingly distinct
influence on shaping of a local climate. Excepttf@r influence of urban agglomera-
tions on the quality of atmospheric air, denselitip areas, to a different extent,
can modify, among other things, wind and solar #mm$ and convectional
processes. Changes in properties of the atmosjiheest layer caused by urban
development lead to modification of all componesitthe heat balance of this layer.
Despite the fact that solar radiation income iresits lower than in suburban areas
e.g. in Warsaw by 20% in winter and 5-10% in sum(ieysik after Koztowska-
Szczsna, Podogrodzki 1995), the city, as it was prdwedhumerous research stu-
dies, constitutes a "heat island" in comparisorn wibt built-up surroundings. It is
caused by considerable thermal capacity of adlfiareas in the city, marked by
a diverse albedo, heat release during combustmegses of fossil fuels, more diffi-
cult radiation of the heat or a reduced quantitstatfial evaporation.

The phenomenon of the urban heat island (UHI) thedcauses of its occur-
rence are widely described in the literature. kasnmonly known that the inten-
sity of the UHI is strictly dependent both on assaof the year, the time of day
and also on weather conditions. Moreover, every pb$sesses individual cha-
racteristics, reliant on the size and urban devatag of a city, the character of
surface features and other things (L&skia 1991, Fortuniak 2003, Lorenc 2004,
Szymanowski 2004).

Previous research have shown that the urban sleadiin Warsaw is a fre-
quent phenomenon but it does not occur every ddyitanntensity is the highest
in the city centre during summer nights. Weathard@ons in winter are less
conducive to the appearance of high thermal casstriast during long-lasting
high-pressure systems the formation of an intendé¢l thay take place
(Gotaszewsket al.2007).

The current work made an attempt at determinirggitibensity of the UHI
caused by the Warsaw agglomeration occurring irditiems of variable cloudi-
ness in different months and seasons of the year.
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MATERIAL AND METHOD

The research was based on meteorological data acadssible by WIS com-
ing from 6 automatic measurement stations locatetdas of different building de-
velopment types in Warsaw and outside the city. dliw/e-mentioned stations work
in accordance with the Air Quality Assessment Sysiéthe Mazovian Province.

In order to determine the intensity of the urbaathisland, differences be-
tween air temperature gk, recorded at particular stations located in Warsaw
(MzWarKrucza, MzWarNiepodKom, MzWarTarKondra, MzWasynow) and
Piastow (MzPiastPutask) and temperature measurddeategional background
station in Legionowo (MzLegionZegIMGW), which igwsated outside Warsaw,
were calculated. This station is located about mOffom the northern border of
the city, which causes that with relatively lowduency of southerly winds little
influence of the agglomeration is noticeable.

In order to determine the intensity of the UHIlaodlifferent degree of cloudi-
ness, at first pressure systems occurring abovesdiain the considered period
were analysed. Examining the pressure systemsircattlys were selected for
further analysis: days with stable cloudiness -udless ones (& N < 2) and
cloudy ones (with cloudiness of 6 <d\B based on an 8-degree scale). In order to
conduct it, the work used IMGW Daily Meteorologidallletins and data ga-
thered in the Institute of Meteorology and Climagyt of SGGW concerning
daily observations of a degree of cloudiness. Wayg, two sets of measurement
days were created (a set of cloudless days haviBgcdses and a set of cloudy
days — 641), on the basis of which further analyge® conducted.

The base of calculations was average, 10-minutgesabf air temperature meas-
ured by means of sensors placed in radiation shigkcorded at the above-
mentioned stations in the period from 01.09.20031d2.2008. Using the data,
basic climatological characteristics were determine.: average hourly, daily,

monthly and yearly values of air temperature.

Average hourly air temperature diffrerences betwibe analysed stations and
the station in Legionowo served as a basis forgragmn of the following:

« frequency distribution of these differences in th@m (months IV-1X)

and the cold (months X-IIl) season of the yearjrduday and night,

e a chart of average differenceskl'for all measurement stations in the

warm and cold season of the year,

« graphical presentation of development and disappear of the urban

heat island in the course of the year, at diffetames of day and night
shown by means of isopleths of average temperditfezences between
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the stations located in Warsaw and the statioridrithe city. To prepare
the charts the program Surfer-8 was used.

Description of stations (on the basis of data froriVIO § in Warsaw):

Station Legionowo (MzLegionZegIMGW) — a regional backgriund station,
situated on the premises of IMGW, on a grassy, aqoea (at a distance from
a forest). The station is marked by good ventitati@ distance from main roads
amounts to about 80 m. The assumed area reprasentss of the station
amounts to a diameter of several dozen kilometres.

Station Krucza (MzWarKrucza) — an urban background station, situated in
the centre of Warsaw in a densely built-up areaidwliorms a kind of well-
shaped area), consisting of five-storey buildirtgst fulfil residential and com-
mercial functions. At a distance of about 10nmfrime station there is a car park
and about 50 m from the station there is four-lengcza Street which is charac-
terised by traffic density of about 20,000 vehif2d$. Percentage of green areas
in this place is extremely low.

Traffic station (MzWarNiepodKom) — situated in Niepodlegioi Avenue in
the centre of Warsaw, in a street canyon, by thdway of a 6-lane street (one of
the streets with the highest traffic density), vatkram line. At a distance of 5 m
from the western side of the station there areofegtbuldings and from the east-
ern side at a distance of about 30m equally taltimgs.

Station Targébwek (MzWarTarKondra) — an urban background station,
situated at Kondratowicza Street in Warsaw in thethern part of the city, on the
premises of the Brédno Hospital. The closest viginf the station is covered
with grassy vegetation. At a distance of about 8am the western side there is
a park and at a distance of 50 m from the eastdentisere are hospital buildings.
A distance from a wide and busy Kondratowicza $taegounts to about 100 m.

Station Wokalna (MzWarUrsynéw) — an urban background station, situated
in Ursynow i.e. the southern part of the city ograssy and concrete ground. At
a distance of 150-300 m there are 4-storey buikjingarby development is well
laid out. A distance from Bartoka Street, whichmiarked by quite high traffic
density amounts to approximately 200 m.

Station Piastow (MzPiastPutask)}- an urban background station, located at
Putaskiego Street outside the Warsaw agglomerdsipproximately 2 km from
the western border of Warsaw) so that it would espnt urban background of
a town with a population of less than 50 thouséind.situated on the premises of
a school on a grassy and concrete ground, a desfamm the roadway of a near-
by street amounts to 25-30 m (the street is chariged by low traffic density).
On the northern side of the station there is a aatisingle-family houses and at
a distance of 100 m from the eastern side ther8-aterey buildings. At a dis-
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tance of 30 m from the southern side there is adajym and from the western
side (at the same distance) there are 3-storeybkbhidings.

RESULTS

As it was shown by the previous research on thessva urban heat island,
the phenomenon is recorded throughout the yeattmadghout the day and night
(Gotaszewsket al. 2007).The current results of the analysis of the coufsave
erage hourly values of thermal contrasts betweercity and suburban areas in
the analysed years 2003-2008 are presented in Table

It is clearly noticeable that the highest therew@ihtrasts proving the intensity
of the UHI were recorded at the stations locatetthéncentre of the city, on cloud-
less days and in the warm season of the year IFig.
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Fig. 1. Frequency of thermal contrast during days (A) aigihts (B) with cloudiness of 0 < K2

On cloudless days in the warm season of the yeat the Centrum Krucza
station average hourly temperature differencaesgddhanged within a range from
0.8C in the afternoon (6-7 p.m. of UTC+1) to L5after the sunset. At the
second station located in the city centre, the KemiNiepdlegtéci station, tem-
perature differences were lower and were withiarme from —0.°C at 4-5 p.m.
(UTC+1) to 2.6C after the sunset.

With a growing distance from the centre, thern@itcasts grow weaker and
are within a range from —0.4 to 8(at the Targéwek Kondratowicza station and
from —0.1 to 0.& at the Ursyndéw Wokalna station.
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Oncloudless days in the cold season of the yahe analysed thermal contrasts
were considerably lower than those recorded in semnthey were also marked by
slower changes. It mainly results from lower valokthe energy flux of heat balance
components. The exception was the Targéwek Kondrerta station where tempera-
ture differences between the city and areas outhigesity increased and changed
within a range from 0°C after the sunset to 6@ before the sunrise. The UHI, how-
ever, was recorded throughout the day and nightl atations located in Warsaw.
The centre, in comparison with its surroundingss tii warmest part of the city but
the intensity of the UHI was substantially loweanhthe intensity recorded on sum-
mer cloudless days. At the Krucza station, cont@d&j.r was within a range from
0.8°C after the sunset to 2@in the morning. At the Centrum Niepodlegiostation
the UHI also remained during the day and nightitisuihtensity was lower, within a
range from 0.2ZC at 1-3 p.m. to 1°€ in the morning. Like in the warm season of the
year, a growing distance from the centre causestaase in the intensity of the UHI,
e.g. at the Ursynéw Wokalna stationygTwas within a range from GQ after the
sunset to 0°C in the morning. In the case of the Piastéw Pgkigdjo station, the
course of thermal contrasts is similar to the areserved at the stations located in
Warsaw but the intensity of the appearing heahdsia considerably lower, which
can be explained by the fact that this stationeatied beyond the borders of thermal
influence of the Warsaw agglomeration.

The average intensity of the UHI on cloudy daythienwarm and cold season
of the year in the analysed years 2003 — 2008 wesepted in Figure 2.
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Thermal rontrast (0C)
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Fig. 2. Frequency of thermal contrast during days (A) aights (B) with cloudiness of ZN <8
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On cloudy days(cloudiness of & N < 8) in the warm season of the year
the occurrence of the heat island was recordedl ataéions in Warsaw and the
highest thermal contrasts were recorded in theralepart of the city (Tab. 1).
The heat island was clearly developed but the amge of changes in average
hourly temperature differences @d was much smaller than on cloudless days.
At the Centrum Krucza station the intensity of thidl was within a range from
0.7 to 1.5C (whereas on cloudless days these were differesfd@8-2.5C), and
at Niepodlegtéci Avenue the differences were within a range betw8.3 and
1.2C (on cloudless days —0.1-X3). Similarly, lower and more balanced values
of temperature contrasts between the city and ubeirbs were recorded at the
remaining, more distant from the centre statiortsar@es in the intensity of the
UHI at both stations (Targéwek Kondratowicza angdyadow Wokalna) were the
same and amounted to 0.0C4

Oncloudy days in the cold season of the yeathe heat island was least no-
ticeable and the range of changes in average htemyperature contrasts gf
was definitely the smallest. At the Centrum Krustation, the UHI was marked
by thermal contrasts within a range betweerf®.&nd 0.8C, at the Centrum
Niepodlegtdci station between ®G and 0.8C and in the southern part of the
city (Ursynéw Wokalna) between 6 and 0.3C. Such an equal course of ther-
mal contrasts between the city and its surroundaagsgive evidence of anthro-
pogenic heat, which becomes a decisive factor duhia formation of the UHI in
this period. Only at the Targébwek Kondratowiczatista (situated on a grassy
ground near a park), periodically, there occurreditpjve thermal contrasts (be-
tween 6 p.m-0 a.m.) and negative ones (from 1 tord0 a.m.). On days with
heavy cloudiness air temperature in Piastow watothest out of all the stations.

Most vividly, appearance and disappearance ofJiHe at different times of
day and night, throughout the year in conditionyarfiable cloudiness, are pre-
sented by isopleths (Figs. 3 and 4), which areaplycal image of development
of the UHI at two selected stations located in ¢hg centre — Krucza and in its
southern part — Ursynéw Wokalna.

As it can be seen, cloudless days (Fig. 3) arelwome to high effective
emission which, combined with high thermal inedfahe city, gives higher heat
income to the active surface leading to an incréatiee intensity of the UHI. It is
particularly visible in summer months in the cemdféVarsaw (Fig. 3A) and less
distinctly in Ursynow Wokalna (Fig. 3B). On the etthand, an increase in clou-
diness limiting the income of direct radiation asecreasing effective emission
leads to considerably smaller differences betwéencity and the areas outside
the city (Fig. 4).
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Additionally, in winter months more frequent, stger and longer lasting cyc-
lonic movements of air masses leading to increagechange in the city are con-
ducive to it, thus effectively limiting a possityliof formation of a heat island.

The obtained results, regardless of a degreeonfdeiess, confirm the fact,
known from the literature, that after the sunsetehoccurs quick development of
the UHI, of which intensity increase (especiallytime first period of the night)
lasts until the sunrise. The rising sun causedsrigeap of open suburban areas of
lower thermal inertia, leading to a substantialrdase in the intensity of the UHI
during successive hours of the day (and even aipdsarance on cloudless days).
Summer and winter variability of temperature difieces are marked by a gener-
ally similar daily course but by highly differemttensity (Figs. 3, 4).

The above-described regularities are reflecteddcurrence frequencies of
thermal contrasts djlg > 2°C in particular hours of the considered days (PJb.
The highest frequency of the occurrence of thedsgthermal contrasts was rec-
orded at the stations in the centre. On cloudlegs,ctcontrasts djiz > 2C were
more often recorded in the late-night and morniagrh in the cold season of the
year (up to 63% of cases at 5 and 6 a.m.), whémesismmer the frequency of the
appearance of such intensive contrasts was moemnd®d — about 30%, at its
peak rising to 34%. At the remaining stations tbheuorence frequency of the heat
island of the intensity higher thafwas much lower and did not exceed 10%.

During cloudy nights the occurrence frequencyhef WHI of intensity of di
>2°C was much lower than in summer. Higher temperalifferences were more
often recorded in the city centre in the warm seasfothe year (up to 22% in
night hours), whereas in winter up to 8%. At thmaaing stations, the UHI of
intensity exceeding°Z was recorded sporadically — up to 3% of cases.

Distributions of the frequency of air temperatdrderences between the sta-
tions in Warsaw and the station in Legionowo aesented in Table 3. It is noti-
ceable that the highest temperature contrasts batthe city and its surroundings
occurred with low cloudiness.

At the Krucza station, djlz >2°C constituted 61% during the day and as
much as 81.1% at night and at the Niepodlkagtstation respectively 44.1% and
70.1%. At the remaining stations, the occurreneguency of thermal contrasts
>2°C oscillated between 15 and 21%. Negative thermairasts recorded during
cloudless days and cloudless nights were mainlgrded at the stations located
outside the centre. At the Targbwek Kondratowidzdiean the records were: re-
spectively 5.5% and 3%, at the Ursynéw Wokalna@iaB.2% and 0.4%, whe-
reas at the Centrum Niepodlegtostation respectively 0.4% and 1.2%, and 0% at
the Krucza station. Most often, negative contrastse recorded in Piastow —
during the day 7.6% and at night 7.9%.
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An increase in cloudiness caused a considerabjeidithe intensity of the UHI.
The occurrence frequency of contrasts with valie®C is two or sometimes three
times lower than on cloudless days. During cloualysdand nights thermal contrast
within a range of 0.1-1°C occurred most often. Only at the Centrum Krud¢atos
a balanced distribution of thermal contrasts dedint intensity was recorded (irres-
pective of the time of day and night). A consid&rabcrease of the occurrence fre-
quency of negative thermal contrasts is noticeablg at the station in Piastow (an
increase up to 16.4 during the day and 17.8% &t)nigt the remaining stations (in
comparison with cloudless days) changes are mingrte about 3%.

The results of the work show big importance of nmitimatic conditions of
the closest vicinity of urban measurement point thie city spatial structure for
formation of thermal contrasts between the Legiomatation and the four sta-
tions located in Warsaw and Piastow. For this neabeyond any doubt, one
should agree with Fortuniak’s opinion (2003) on teeessity of standardisation
of urban climate research, which will make possitenparability of obtained
results, also — from different cities.

CONCLUSIONS

It results from the conducted in the current warlalysis of average hourly
air temperature differences between the atmospmematoring stations in the
Warsaw agglomeration and the regional backgrouatibstin Legionowo that in
the examined period:

« regardless of a degree of cloudiness, after theetuhere occurs quick devel-
opment of the UHI (Urban Heat Island), of whichrgese in intensity usually
grows stronger in the first part of the night aadt$ until the sunrise. In the
successive hours of the day, because of quickémigesp of open areas out-
side the city marked by lower thermal inertia, tdl of considerably lower
intensity is recorded (or even it disappears ondless days).

* both summer and winter variability of temperatunarges djr are marked
by a generally similar daily course but highly diént intensity — lower and
more balanced on cloudy days,

* the Warsaw urban heat island was the biggest ars fremuently recorded in
the city centre during cloudless nights,

e with a growing distance from the city centre, ieas with more scattered de-
velopment, the Warsaw urban heat island also oeduyut its occurrence fre-
quency and its intensity weakened,

» at the station in Piastéw, located outside the Alaragglomeration, low posi-
tive thermal contrasts in comparison with the stabutside the town mainly
occurred during cloudless nights.



118

REFERENCES

Fortuniak K., 2003. Urban heat Island (in Polidiyd. Ut, £6dz.

Gotaszewski D., Majewski G., Przewoczuk W., 2007. The intensity of the Urban he#arid in
Warsaw in the heating seasons 2005/2006 and 20Wk/20different weather conditions (in
Polish). Przegl. Nauk. ini Ksztait.Srod., R XVI, 3 (37), 74-84.

Kossowska-Cezak U., 1999. The influence of terdoexpansion of Waraw on thermal conditions,
[in] Urban climate and bioclimate (in Polish). Wydt., +6dz, 22-36.

Klysik K., (eds.), 1995. Urban climate and bioclimaVNyd. UL, £6d. [In Polish].

Ktysik K., 1998. Spatial structure of urban hedarnsl in todz [in] Urban climate and bioclimate
(in Polish). Acta Univ. Lodz., Folia Geogr. Phy&, 385-391.

Ktysik K., Fortuniak K., 1998. Daily and yearly dgcof heat island occurrence in t6(n Polish).
Acta Univ. Lodz., Folia Geogr. Phys., 3, 23-32.

Lewinska J. (red.), 1991. Urban Climate, Town — planreemecum (in Polish). Wyd. IGPIK,
Krakoéw, 47-68.

Lorenc H., 2004. Climate (in Polish). Chapter 3. Wrlcmate (on the example of Warsaw). Wyd.
IMGW, Warszawa.

Szymanowski M., 2004. Urban heat Island in WroctawPolish). Stud. Geogr., 77, Wyd. Uniwer-
sytetu Wroctawskiego, Wroctaw.



132

10. THE INFLUENCE OF PRECIPITATION CONDITIONS
ON THE CONCENTRATION OF SUSPENDED PARTICULE® PM10

Matgorzata Czarnecka, Jadwiga Nidzgorska-Lencewicz

Department of Meteorology and Climatology,

West Pomeranian University of Technology in Szazeci
ul. Papiga Pawta VI 3, 71-434 Szczecin, Poland
e-mail: malgorzata.czarnecka@zut.edu.pl

INTRODUCTION

In the group of meteorological elements shapimgdreading and dispersion
of gas and particulates pollutants, an importaife e played by precipitation
conditions (Holstet al. 2008, Kasprzycki 1969, Rost al 2009, Walczewski,
1997, Velders and Matthijsen, 2009). However, tkeintribution to the cleaning
of air is smaller than that of the dynamic elemeatdtermining the intensity of
vertical and horizontal exchange of air (Czarnemka Kalbarczyk 2008, Keast
al. 1998, Kulig 1981, Majewsldt al. 2009). As Gawr§reports (1981), following
Gtowiak, about 30% of suspended particulates isox&d from the air by the
activity of electrostatic and gravitation forcesdahe remaining part is washed
out by atmospheric precipitation. The cleaning rofeprecipitation as a main
factor of the so called "wet deposition” or "wetesim”, depends on many fea-
tures of the phenomenon itself as well as the chtaraf pollution. In the deter-
mination of washing out of pollutants by precigitat in mathematical, determi-
nistic models of their spreading, the followingttals are taken into considera-
tion: the character of precipitation, the time afation, the intensity, the distri-
bution of rain drops size and the speed of thdliagawell as the type and chemi-
cal properties of pollutants and the diameter obsa particles (Glowialet al
1985, Juda and Chidiel 1974, Markiewicz 2004). The complexity of reas
determining the process of the washing out of palits and very large variability
of ambient concentration as well as variability ahsicontinuity of precipitation
cause that the qualitative evaluation of precitaeffectiveness is very difficult
and even, in many deterministic models, it is debteed, out of necessity, by
means of only one parameter, namely, a washingamfficient, approximated by
analytical methods (Markiewicz 2004). A large linmt the description of the
precipitation effect on variability of ambient camtration by means of statistical
methods is the range and availability of standae@&surements and observations
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of the phenomenon within the range of the IMGW (thea stations) network.
They make it possible to carry out the analysignipan the basis of decade (10
day periods) or monthly precipitation totals andgfrency of their occurrence,
and moreover, deriving mainly from a different lboa than that of the mea-
surements of ambient concentration (Czarneatkal. 2007, Czarnecka and Kal-
barczyk 2008). Larger possibilities appeared in52@fong with the start of a
standardized system of monitoring the quality of #ie integral part of which is
automatic, continuous registration of main metemgimal elements, including
atmospheric precipitation and an equally importhing, it is carried out in the
place of the measurements of ambient concentrefimnthese reasons, the aim of
this work was an attempt of statistical evaluatidprecipitation effectiveness in
removing suspended particulates PM10 as the pothitaost frequently disturb-
ing the standards of the air quality in our country

MATERIALS AND METHODS

The basic material consisted of average hourlyceotmations of suspended
particulates PM10 and the atmospheric precipitatatals over the years 2005-
2007, registered within the frames of the systemmnitoring the air quality, car-
ried out by Voivodeship Inspectorates of EnvirontaeRrotection. Because not
all immission stations functioning in individualvtas have an identical range of
the carried out measurements, the final choicenefrhaterials constituting the
basis of the description was decided accordingpeocbmpleteness of results em-
bracing ambient concentration and atmospheric pitation from the same loca-
tion. This condition was satisfied only by seveatisns situated in towns of cen-
tral and southern parts of the country. Due todbgervational gaps in the mea-
surement series of immission or atmospheric pretipn in many selected sta-
tions, the final number of the basic series of hotesults amounted to about 156
thousand. All the stations represent an urban burkan area of residential or
residential and recreational character and aresifiled by Voivodeship Inspecto-
rates of Environmental Protection as the statidrikeourban background.

The basis for the analysis were hourly and dalyes (mean or totals) accord-
ing to seasons of the year or months, also comsglére daytime and the time of
night. It was assumed that independently of themeaf the year, the daytime lasts
from 7 am to 6 pm and the night — from 7 pm to 6awording to the UTC. The
amount of hourly and daily concentrations of sudpenparticulates PM 10 was
assessed according to the alert and permissitiéslésted in the Minister of Envi-
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ronmental Protection Regulation of 3 March 2008.WDar 47 (Journal of Laws
No 47). The influence of precipitation conditions \ariability of the immission of
suspended particulates PM10 was determined by #thoch of the regression
analysis taking into consideration two levelsighificancen = 0.05 andx =0.01.

RESULTS AND DISCUSSION

In the years 2005-2007 average daily concentratainsuspended particu-
lates, recorded in seven towns, selected for tladysis, varied from about 1 to
532 ug-rit and hourly averages — even up to 861 iy Time contribution of dai-
ly concentrations of above 50 uanwhich, in accordance with the norm, can be
exceeded with the frequency up to 35 days per yBagulation ..., 2008),
amounted to nearly 20% in the analysed three yadhsmugh the largest amount of
the immission of suspended particulates PM10 wasackeristic of January 2006,
the above mentioned permissible levels were alseesled in 2005 and in 2007.
Whereas the cases of exceeding an hour alert &velnting to 200 pg th was
recorded only in 2006 (in the town of Radom in nifag/s) and once in 2007 in
the town of Cieszyn. As Figure 1 shows, in neaflyof the cases, daily concen-
tration of suspended particulates PM10 varied withie range of 10-30 pgn
with a slight advantage of class 20-30 g @oncentrations of above 100 pg m
were recorded in about 3% of days.
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Fig. 1. Frequency of occurrence (%) of the recognizedaeedaily classes of suspended particu-
lates PM10 over the years 2005-2007
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In the analysed three year series of daily daggcontribution of days without
precipitation amounted to about 60 (Fig. 2). Thealtwst difference in the fre-
quency of days with precipitation and without ppétation, about 13%, was cha-
racteristic of calendar summer, whereas in the @nw@seasons of the year, the
advantage of days without precipitation over thgsdaith precipitation was con-
siderably higher — in spring and autumn almost évas large. In all the seasons
of the year, precipitation occurred most oftenafout 40% of cases) in individu-
al days. Precipitation recorded in two successaysdonstituted half the number
of cases of one day and the frequency of predipitatequences longer than 4
days or more, did not exceed, on the whole, 10%cipitation lasting longer was
recorded more often in spring, whereas less frejuensummer and autumn. In
the years 2005-2007 precipitation recorded durhlmg daytime (from 7 am to
6 pm) had a slight advantage over the night pretipn (7 pm — 8 am) and it was
the largest in winter. A slight difference betwetbe daytime and the time of
night was also observed in respect of the pretipiteamount average. Whereas
contrastive conditions concerning the amount o€ipr@ation occurred in summer
and winter. During the calendar summer, mean hdotbls of precipitation, both
those of the daytime and the night, amounted taitathgd mm and were more
than twice as large as in winter (Fig. 2).

The introductory stage of the analysis aimingtovs the effect of precipita-
tion on the air pollution with suspended pollutaRtd10 was the comparison of
the amount of immission in series of days with amithout precipitation. As the
analysis of Figure 3 shows, average daily conctgotaof suspended particulates
PM10 not exceeding 20 ughoccurred equally often (those up to 10 pg m
even more often) in days with precipitation as veallin days without precipita-
tion. A washing out role of atmospheric precipitatbegan to be noticeable only
at the concentrations of 20-30 pg®nhowever, significantly clearer — starting
from the daily immission exceeding 30 pg'm

Whereas the largest daily concentrations of ad®@ g nt, occurred with
the frequency of about 90% in days without atmosphwecipitation. The wash-
ing out role of the precipitation in relation toettair pollution with suspended
particulates is also confirmed by the comparisomrmrd hour concentrations oc-
curring during precipitation which, depending oe gtation, were by 21 to 34 %
smaller than those recorded in situations witheectipitation (Fig. 4).
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However the difference between the concentratfsuspended particulates in
the days with precipitation and without precipitatidepended on the season of the
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year (Fig. 5). In winter the immission of the susged particulates in days of the
occurrence of precipitation was by 36% smaller timadays without precipitation,
whereas in summer — only by 13%. While in sprind autumn, the decrease in the
concentration of particulates under the influerfgarecipitation was similar.
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Fig. 5. Average daily concentrations (ug*jrof suspended particulates PM10 in the days with and
without precipitation according to the seasonseafryover the years 2005-2007

In all seasons of the year a larger decreaseeiratierage immission of sus-
pended particulates in series of days with preatijib, in comparison to series of
days without precipitation, became noticeable enttime of night (Fig. 6), despite
the fact that the frequency and the amount of npgétipitation were similar like
those of the daytime. A decrease in the immissianng night precipitation as
compared to the immission during the night withpogcipitation varied from
23% in summer to 42% in spring, whereas under tmglitions of precipitation
occurring in the daytime as compared to the immrsan the days without preci-
pitation — the decrease varied from 5% in summé&aéh in autumn.

The decrease in the concentration of suspendditydates PM10 under the
influence of precipitation showed particularly largontrasts between the daytime
and the time of night in summer.

The significance of precipitation as a factor atwleposition of particulates
pollutants is also confirmed by the results of #malysis of regression between
average daily concentrations of particulates anlg tiztals of precipitation which
turned out to be statistically significant for mo$tmonths and calendar seasons of
the year. However, coefficients of determinatidithaugh significant att = 0.01,
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were very small and they did not exceed 5%. Thiienice of precipitation on
variability of immission of particulates turned dotbe insignificant, particularly
in summer. Whereas the analysis of regressionechailt in reference to the cha-
racteristic range of particulates concentratiorisfrem 10 to 30 pg M, and also
the analysis limited exclusively to the series ayglwith precipitation, gave the
results exclusively statistically insignificant.
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Fig. 6. Average daily concentrations (ug3yrof suspended particulates PM10 in the days with and
without precipitation in the daytime and in thehtigver the years 2005-2007

In order to provide the details to the evaluatibthe role of precipitation as a
factor of wet deposition, periods embracing the loefpre precipitation, the day or
a sequence of days with precipitation and the d&y precipitation were selected
from the set of basic data. The sets selectedsmtdty, included not only the cases
of a decrease in the immission under the influexiqarecipitation (as compared to
the immission on the day of preceding the predipit¢ but also numerous situa-
tions in which an increase in the immission wasmed. This was also confirmed
under the conditions observed in Warsaw (Majeweshil. 2009). Despite this, in all
the seasons of the year, average daily concemsatib suspended particulates
PM10 in the days of the occurrence of precipitati@ne by 11 to 29% smaller than
the day before (Fig. 7). It means that a real deserén the concentration of particu-
lates on the day of the occurrence of precipitaté@ncompared to the day directly
preceding precipitation, was smaller than it hadrbstated earlier (Fig. 5) on the
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basis of the comparison of the immission in theepghdent of one another, dif-
fering in number series of days with and withowgipitation. Whereas, the smal-
lest effectiveness of precipitation was confirmeddspect to the removal of par-
ticulates pollutants in summer, however a positleaning effect still maintained
the following day. But in the remaining seasonshef year, the concentrations of
particulates the next day after precipitation shibag increase, in spring even up
to the level not much smaller than before its o@noe.
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Fig. 7. Average daily concentrations (ug3nof suspended particulates PM10 in the days before
precipitation, with precipitation and after pretftion, over the years 2005-2007

The evaluation of the decrease in the immissiopasficulates under the influ-
ence of precipitation carried out for different donations and ranges of its amount
during a year, showed that the most effective weasipitation of the total from 8 to
20 mm, independently of the duration time (Fig.IBjesulted in the largest reduc-
tion of the immission not only on the day of préteifoon, but also still on the next
day. A different comparative analysis of averagdydeoncentrations of PM10
particulates in relation to the duration of pre@ipon, expressed by sequences of
days, independently of its amount, also carriedfouthe whole year, indicates
definitely the smallest effectiveness of one dacimitation (Fig. 9). A decrease in
the concentration of particulates under the infb@eaf longer lasting precipitation
did not show very large differentiation in relatitm the number of precipitation
series, as it varied from 21 to 31% of the coneiuin recorded before the occur-
rence of precipitation period. The largest decréasiee immission was caused by
precipitation occurring in five day sequences, divéctly after them, like in the
case of longer sequences (> 6 days), the condensahowed a rapid increase.
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Whereas the washing out effect of precipitatioiil staintaining next day, be-
came noticeable only at precipitation occurring isuccessive days.
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over the years 2005-2007
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The effectiveness of precipitation in removingtipatates and gas pollutants
depends not only on many features of the phenomiselfy but it can be condi-
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tioned by their initial concentration. The diffecess observed in the effectiveness of
precipitation can be conditioned by a clear dailg searly structure of the particu-
lates immission. In the analysed three year sefitise data, the suspended particu-
lates concentrations in winter amounted to abouytg@® and were twice as large as
in summer, and in all the seasons of the year tagdarge the imission was recorded
in the night hours. A significant influence of tinitial concentration on the effective-
ness of washing out $S@as illustrated by the results of measurementsenrathe
region of the power station in Turéw. Rainfalls mmd as much as 80% of SO
masses when its concentration amounted tqus®® and only 40% at pollution 10
times smaller. With reference to N@e relationship was much less reliable and in
the case of volatile particulates, it was statidlijinsignificant — Lisowski (1984).

The analysis of regression, carried out for al #easons of the year, showed
a statistically significant influence of the PMIdhcentration in the day preceding the
precipitation on the concentration of particulates only in the days of its occur-
rence, but also on the first day after precipitatiéor these reasons, continuing the
statistical evaluation of the effectiveness of jpigation, the average daily concentra-
tion of particulates on the day of the occurrenfcprecipitation was taken into con-
sideration. What is more, from the series analgsetier, embracing the day preced-
ing the precipitation, the day before precipitatite day or days in which precipita-
tion occurred and the day after precipitationttadl cases in which the concentrations
of particulates increased despite the precipitatiaare eliminated. The results of the
analysis carried out both for different daily tstaf precipitation and also for different
concentrations of particulates are included in @4dblin most cases the influence of
the amount of precipitation on variability of thencentrations of suspended par-
ticulates PM10, including the concentrations befmexipitation, turned out to be
insignificant (Tab. 1). A statistically significarntle of the amount of precipitation
became noticeable mainly in the occurrence, withittiensity and the total of
precipitation, additionally considering the amoohimmission before the preci-
pitation, gave in most periods of winter and sgriwhereas it was insignificant
in summer. The most significant results were olet@iim regard to precipitation of
the totals of up to 8 mm. The analysis carriedexdusively for this amount of
precipitation, separately for the particulates em@tions >20 and > 30 pgm
gave better results — in most cases statisticédiyificant ata. = 0.01 (Tab. 2).
However, the coefficients of partial determinataid not exceed 10%. The daily
precipitation of up to 8 mm had the largest infleemn variability of the immis-
sion of particulates in autumn and winter, smalbespring, whereas, once again
its insignificant role was confirmed in summer.
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Table 1. Coefficients of partial determinatior} (%) defining the decrease in the average daily
concentration of suspended particulates PM10 utmgeinfluence of different totals of precipitation,
taking into account concentrations on the day leefmecipitation

Seasons ’n Total <8 mm 8-20 mm >20 mm
r? 4.7% 6.7* ° 16.8*
Spring
n 137 81 28 28
r2 o o o o
Summer
n 159 86 45 28
l,2 o 7.9** o o
Autumn
n 203 141 44 18
r? 2.6* 7.3%* 13,1% °
Winter
n 153 109 33 11
r? 1.1% 5.5%* ° °
Year
n 652 417 150 85

n — number of cases; ** significant at= 0.01; * ata = 0.05; ° non-significant a& = 0.05.

Table 2. Coefficients of partial determinatior} (%) defining the decrease in the average daily
concentration of suspended particulates PM10 utideinfluence of the totals of precipitation <
8 mm, taking into account concentrations on theltfgre precipitation

Concentration before precipitation

S ’m
easons > 20 g nt >30 ug nv
, r? 6.9* 8.5*
Spring
n 78 61
r2 o o
Summer
n 73 42
r? 8.4** 7.7%
Autumn
n 131 110
, r? 7.2% 9.0%
Winter
n 101 83
r? 7.1% 8.4%*
Year
n 283 148

n — number of cases; **significant at= 0.01; * ata = 0.05; ° non-significant at. = 0.05.
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An attempt to evaluate the effectiveness of pr&tipn in removing particu-
lates pollutants, requiring an analysis based anlhoalues due to their intensi-
ty, was carried out on the example ofe§&tmchowa. Correlation between a de-
crease in the immission of particulates under tifleence of precipitation and its
intensity turned out to be statistically insignéfit. This is consistent with the
results for Warsaw obtained by Majewskial (2009). Whereas the evaluation of
the relationship between a decrease in the corat@mtrof particulates in the hour
ending the precipitation, as compared to the camatéon in the hour before its
periods (seasons of the year and periods of thetdayesults statistically signifi-
cant (Tab. 3). The discussed features of precipitgtlayed a contradictory role
in removing particulates pollutants, as the ristotals of precipitation caused
a larger decrease in the immission, whereas thethrim the intensity of precipi-
tation decreased the effectiveness of washingTdus. is consistent with opinions
on the larger effectiveness of long-lasting prdaijon, particularly that of large
totals (Gtowiaket al 1985, Kasprzycki 1969, Majewskt al. 2009, van der Wal
and Janssen 2000), as opposed to occasional shamgstorms, cleaning the air
in a small degree and only for a short time. Asviddk et al. (1985) report, the
largest washing out activity take place in the zZlezbut only in relation to parti-
culates of a larger aerodynamic diameter of graibeye 10 pm.

Table 3. Coefficients of partial determinatiof (¢6) defining the decrease in the average hourgen-
tration of suspended particulates PM10 accordirtheidntensity and the totals of precipitatiorkirig
into account concentrations before precipitatioiG Zstochowa over the years 2005-2007

r* (%)
Period L ) Number of cases
Totals precipitation Intensity
Year (+) 18.7** (-) 14.4* 151
Day (+) 8.9** (-) 13.5* 71
Night (+) 29.1* (-) 21.6** 80
Spring (+) 34.9* ° 25
Summer (+) 11.9* (-) 12.3* 40
Night (+) 31.5* (-) 36.8** 23
Autumn ° ° 30
Winter (+) 36.5* (-) 14.2* 47
Night (+) 58.1** (-) 26.8** 29

+/— positive/negative influence; ** significantat 0.01; * ato. = 0.05; ° non-significant at= 0.05.
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Values of the coefficients of partial determinatidescribing the contribution
of the amount and intensity of precipitation to éxplanation of variability of the
particulates immission, taking their initial cont@tion into account, varied in
a wide range from about 9 to 58% and the signifieaof both features of the
phenomenon changed depending on the season afdheuyd the time of the day.
In the scale of the whole year, the intensity afcipitation played a not much
smaller role than its total, but in the daytimeistidctly larger, whereas in the time
of the night — smaller. A patrticularly large infhuee of the precipitation intensity on
the effectiveness of removing particulates polltgaand on the amount of immis-
sion was observed during the night in the calesdarmer. During the night, both
in summer and in winter, the effect of both diseglsfactors was clearly the largest.

Definitely better results of the analysis basedhourly values of the dis-
cussed variables, even only for one station, showmbarger possibilities of de-
monstrating the washing out function of precip@ati depending on different
features of the phenomenon. The results of contirstredies will be presented in
another description.

CONCLUSIONS

1. In the years 2005-2007, the average concentratibeaspended particu-
lates PM10, recorded in series of hours and daffs precipitation, were by 10 to
35% lower than the concentrations recorded befe@henomenon occurred.

2. Larger average differences between daily conceotistof PM10 parti-
culates in the series with precipitation and thegesewithout precipitation occur-
red in winter and in all the seasons in the night.

3. The smallest differences between daily concentnataf PM10 particula-
tes in the series with precipitation and the seniglsout precipitation were recor-
ded in summer, but contrary to the remaining seadtwe washing out effect was
sill maintained the following day.

4. In the scale of the whole year, the largest in@eaghe average immis-
sion of suspended particulates PM10 was causeddajpftation of the totals of 8
to 20 mm occurring both in individual days and @gsences of successive days
and in reference to the duration time, by preditaoccurring in four day pe-
riods, independently of its amount.

5. Due to large variability of the concentrations olgended particulates
PM10, not only day by day, but also hour by houseems necessary, while eva-
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luating the washing out role of precipitation, &ie into consideration the amount
of the immission from the period (day or hour) befthe precipitation.

6. Statistical evaluation of the effectiveness of apiwric precipitation,
carried out on the basis of daily data, made isiids to prove only a slight, posi-
tive effect of the increase in the precipitationoammt on the reduction in the im-
mission of suspended particulates in spring, autam winter. It particularly
concerns the precipitation of the totals of up tm®, and shows its insignificant
role in summer.

7. The analysis of hourly values of both variablesegiwdefinitely larger
possibilities to evaluate the washing out role whaspheric precipitation, not
only in respect if its amount, but also its inténsi
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INTRODUCTION

Precipitation is one of the most important factdesermining the growth and
yielding of plants and their amount and distribatizave a significant effect on
the agroclimate development (Dzye 1989, Olechnowicz-Bobrowska 1970).
The high spatial and temporal variability of pré@Epon has an unfavourable
effect on satisfying the water requirements of {daffhe area of north-eastern
Poland is a region quite abundant in precipitatiout, in some years, it proves
unsatisfactory for crop plants. The excessive aliffifequently occurring in this
area also poses a threat to plant production (A2891, Kaminski 1986, Szwe-
jkowski et al. 2002, W@ 1999).

The aim of the study is to present temporal andiapeharacteristics of the
sequences of precipitation-free days, frequenayags with precipitation and the
occurrence of deficiencies or excess of rainfaltha vegetation period (IV-1X)
for the area of north-eastern Poland in the pesfatP51-2000.

MATERIALS AND METHODS

On the basis of an analysis of 1951-2000 precipitadlata from 11 stations
(Bialystok, Elbhg, Ketrzyn, Lidzbark Warmiski, Mikotajki, Mtawa, Myszyniec,
Olsztyn, Ostratka, Prabuty and Suwatki) and weather posts of tiséitite of
Meteorology and Water Management (Banie MazurdRiatobrzegi, Brodnica)
the following values were determined:

* the mean numbers of days with precipitatior0f0 mm,>1.0 mm,>5.0

mm,>10.0 mm>20.0 mm an&30.0 mm in the vegetation period (IV-1X);

« the mean numbers of precipitation-free sequencagdp>10, >15 and

>20 days in individual months from April to Septemlaad in the entire
vegetation period (IV-IX). While determining preitgtion-free periods, it
was assumed that the precipitation-free sequestiadal0-15 was inter-
rupted by one day with precipitatiai.5 mm or by two subsequent days
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with the total amount of precipitatiasl.5 mm, while precipitation-free
sequences lasting longer than 15 and 20 days @melpted by one day
with precipitation=2.0 mm or two consecutive days with a total amount
of precipitation=2.0 mm (Kaminski 1986). A given precipitation-free
sequence was included into the period under asalylsen at least 60%
of the days from this sequence occurred in thigodedf 50% of days
from the precipitation-free period fell on two sefjgent months, the se-
quence was included into the second month;

* the frequency of precipitation deficiency or excasshe vegetation pe-

riod (IV-1X), according to the Kaczorowska’s criien (1962).

In the area of north-eastern Poland, spatial dityeas the mean number of
days with precipitation 0£0.0 mm in the vegetation period (IV-IX) was pre-
sented graphically, by drawing maps with isolineerg 5 days, for values
>1.0 mm,>5.0 and>10.0 mm isolines were drawn every day, and for emlu
>20.0 and>30.0 mm — every 0.1 of the day.

Maps presenting the mean frequency of precipiteftiea sequences 6f10,
>15 and>20 days in the vegetation period were prepared rayvidg isolines
every 0.1, and for the frequency of vegetation quriwith precipitation defi-
ciency or excess according to the classificationKiagzorowska, isolines run
every 2%.

All calculations were performed using the stat@ticsoftware suite
STATISTICA®. The SURFER application was used for analysinggraghically
presenting the materfal

RESULTS AND DISCUSSION
Number of days with precipitation

In the vegetation period (IV-1X), in the majority the area under examina-
tion (Fig. 1a) the average number of days with ipietion >0.0 mm was 90-95.
Higher values (over 95 days) occurred in its cérgeat, including the Olsztyn
Lakeland, the Great Mazurian Lakeland and theaBlIblills, the Suwalki Lake-
land and the vicinities of Biatystok; while the lest (below 85 days) were found

IStatSoft, Inc. (2007). STATISTICA (data analysithsare system), version 8.0. www.statsoft.com.
2Surfer Version 8.05 — May 11 2004 Surface Mappipgt&n 1993-2004 Golden Software, Inc.
Serial Number WS — 075888-1983
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Fig. 1. Average of many years (1951-2000) numbers of eatsprecipitation>0.0 mm,>1.0 mm,
>5.0 mm,>10.0 mm>20.0 mm and30.0 mm in the vegetation period from April to Sepber in
north-eastern Poland

for the Chetmno-Dobrzy Lakeland and the vicinity of Myszyniec. Isolinepre-
senting values of the mean number of days withydaikcipitation of>1.0 mm
(Fig.1b) generally ran latitudinally, and decreafed 56-58 days in the north of
the area under analysis (except for the vicinityidzbark Warmiski) to 52 days
in the south. The mean numbers of days with dadgipitation exceeding5.0 and
>10.0 mm (Fig. 1cd) were the highest in the northef2b6 days) and the north-
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western (>11 days) part of the area under examimagienerally decreasing south-
wards and south-westwards. On average, duringdbetation period in the most
part of the area (Fig. 1e), 2.8-2.9 days with dpilgcipitation 0f>20.0 mm were
recorded. More such days (3.0-3.1) fell for EdpHills and the vicinities of Miko-
tajki and Myszyniec, and less (<2.7) — agp8pol Lowlands and the zone along the
western border of Poland, from Suwalki to BialystGk average, days with daily
precipitation>30.0 mm were scarce (0.7-1.1), while the valuekdrighan 0.9 days
concerned the vicinities of Banie Mazurskie and western part of the region,
while the lowest values (<0.9 days) concerned dsteen region (Fig. 1f).

The mean numbers of days with daily precipitat@0 mm in the vegetation
period (IV-IX) calculated for the area of north-saa Poland by Nowicka and
Grabowska (1989) for the multi-year period of 19%170 were close to the val-
ues obtained in this study. The lowest values wecerded in Biskupiec, @y-
cko, Ostroda and Myszyniec (77 days) and the higlhgsto over 95 days) were
in Ketrzyn, Olsztyn and Mikotajki. On average, during tbtompared multi-year
periods, about 50% of days with low precipitatiel for a vegetation period. In
addition, higher categories of precipitation werevalent in summer months. In
Poland during the vegetation period (IV-X), therage number of days with very
poor precipitation (0.1-1.0 mm) is much higher amparison to days with heavy
precipitation (20.1-30.0 mm) (Olechnowicz-Bobrow4ie¥ 0).

Classification of precipitation according to Kaczoowska’s criterion

During the vegetation periods (IV-IX) of the 195Qe€® multi-year period,
(Fig. 2a), the average precipitation, accordindgé@zorowska’s classification, was
the lowest (20-24%) in the western part of the emadharea, i.e. between Ejgland
Brodnica. To the east of this zone, the coursesainies was meridional and their
values regularly increased, accounting for 36-38%é Great Mazurian Lakeland to
40-42% in Myszyniec and Ostegh. In eastern edges of the region, between Suwatki
and Bialystok, the mean frequencies of averagepitaion in the vegetation periods
were slightly lower and amounted to 34-36%. Spdlistribution of isolines repre-
senting percentage frequencies of dry and veryelggtation periods was generally
latitudinal, while their average values within thesnges were arranged otherwise
(Fig. 2bc). Dry vegetation periods were most fretjyerecorded in the southern and
the western part of the examined area (from 24%oupore than 26%), and least
frequently (<18%) in its northern part, i.e. in theinities of Lidzbark Warntiski and
from Banie Mazurskie to Biatobrzegi. On the othanth, the highest frequencies
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of very dry vegetation periods (from 16% to >20%grev observed in these re-
gions, and the lowest (<10%) was in its southemeze from Mtawa to Biatystok
(Fig. 2c¢). In turn, extremely dry vegetation pesdgig. 2d), of frequency below
2%, occurred in the majority of the region — inwsstern zone, while the highest
values (>2%) were observed only between Olsztyn Mfava. Wet vegetation
periods with frequency >20% were recorded in thygore of Olsztyn and ktrzyn
and in the Suwatki Lakeland; and periods with fremapy <16% were recorded in
the western part of the analysed area and in ttirityi of Banie Mazurskie and
Ostrokka (Fig. 2e). The average frequencies of the veriywggetation period in
the strip from Elbdg in the north to Brodnica in the south amounted@el8%,
and decreased eastwards (Fig. 2f). In the zonarelyroccurring (4-8%) very wet
vegetation periods (from Banie Mazurskie and Suiniatithe north to Ostregka

in the south), the highest frequencies (4-6%) ofipdarly wet vegetation peri-
ods were established (Fig. 2g). The characterisficsean frequencies of vegeta-
tion periods with a deficiency or excess of prdeipdbn, according to Kac-
zorowska's criterion, for some localities of noghastern Poland and the 50-year
period under examination, were presented in reBeby Banaszkiewicz and
Grabowska (2009); Banaszkiewicz et al. (2009), @&y concerned the hawa
Lakeland and the Chetmno-Dobfizizakeland, as well as the Narew Valley and
the Biebrza Valley. A comparison of the assumedsifization of precipitation in
the vegetation period (IV-IX) in the Suwalki Lakethin 1971-2000 and 1951-
2000 revealed the occurrence of a similar frequericaverage years in Suwalki
(46%) in both multi-year periods, but a lower (22%&quency of average vegeta-
tion periods in this locality in the 30-year peri@hnaszkiewiczt al. 2007).

Precipitation-free sequences

An analysis of the occurrence of precipitation-fpegiods lastingg10 days in
subsequent months of vegetation (Tab.1) demondttatg they occurred most
frequently in April, May and September (0.2-0.5)daslightly less often in other
months. Precipitation-free sequences lastii® days were also typically re-
corded in these months. No precipitation-free misri@sting>20 days in June and
July were found for any of the localities under rakzation, while such periods
occurred with the mean frequency of 0.1 in othentis of the multi-year period
under analysis.
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In the vegetation periods (IV-1X), in 1951-2000, ilgstrated in Figure 3a,
the mean number of precipitation-free sequendésdays was the lowest in the
south-eastern part of the examined region (the lodinlde Great Mazurian Lakes,
the Narew Valley and the Biebrza Valley, as welBastystok Upland) amount-
ing to 1.3-1.6. Values of 1.8-1.9 concerned thevdtd_akeland and the Olsztyn
Lakeland. Their higher number (>2) was establisirethe Chetmno-Dobray
Lakeland and in the Kurpie Plains. The spatialristion of the frequency of
precipitation-free sequences lasting5 days was similar to the distribution of
ten-day sequences, but their number was lower uatio for 0.3-0.4 in the east-
ern borders of the region (vicinities of SuwalkiaBbrzegi and Biatystok) and
from 0.6-0.7 in the Kurpie Plains to 0.7-0.8 in tGhetmno-Dobrzy Lakeland
(Fig. 3b). The mean number of precipitation-fregusances (0.2) lasting0 days
was established only in the vicinity of Myszynideg. 3c); while in the remain-
ing area of north-eastern Poland this value raffiged <0.2 to 0.1. The threat of
the occurrence of precipitation-free sequencedl chéegories under examination
(>10,>15 and>20 days) was the highest in the vicinity of Mysamiwhile of
those lasting10 and>15 was in the area around Brodnica.
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of non-precipitation day sequences lastiid, >15
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- s c—— T September in the north-eastern Poland in the years

1951-2000

c) >20 days

The mean number of precipitation-free sequenced0fand>15 days in the
entire vegetation period (IV-IX) was lower in the-$ear period analysed in this
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study, 1951-2000, than in the period of 1951-19¥6wicka, Grabowska 1989)
in Lidzbark Warmnski, Olsztyn, Ktrzyn and Mikofajki. In the case of sequences
lasting>20 days, this number was the same in Lidzbark Weskniand higher in
Olsztyn, while lower in Ktrzyn and Mikotajki. The comparison also showed tha
the number of sequences of all categories undemiestion was lower in Bia-
lobrzegi, Elbhg, Ketrzyn, Lidzbark Warniski, Mikotajki, Myszyniec, Olsztyn,
Prabuty and in Suwatki in the 50-year period of 12600 than in the period of
1971-2000 (Banaszkiewiat al. 2004, 2007).

CONCLUSIONS

An analysis of selected precipitation indicatorfcalated for north-eastern
Poland for 1951-2000 made it possible to formuthgefollowing conclusions:

1. lIsolines representing the spatial distributionted tnean number of days
with precipitation 0of~1.0 and>5.0 mm in the vegetation period (IV-1X) revealed
a similar and generally latitudinal arrangementuga of the mean number of
days with precipitation in these categories de@@&dsom the north to the south
(>1.0 mm) and from the north-west to the south-egs0(mm).

2. The frequencies of dry and very dry vegetationqukriand very wet and
particularly wet vegetation periods (according tackorowska's classification)
were reversed, i.e. a more frequent occurrenceef dry periods was found for
the areas with the lowest frequency of dry vegetagtieriods (the northern part of
the region under examination). On the other hamel,nost frequent occurrence
of particularly wet periods was observed in theaare@here the frequency of very
wet vegetation periods was low (in the strip froani® Mazurskie and Suwalki in
the north to Ostrgka in the south).

3. The spatial distributions of the frequency of ppéeittion-free sequences
lasting>10 and>15 days in the vegetation period (IV-IX) were samilthey oc-
curred most frequently in the south-western parthef area under examination
and least frequently in the south-eastern part. thheat of precipitation-free se-
guences of all categories under examinatiebO(>15 and>20 days) was the
highest in the vicinity of Myszyniec, while of themsasting>10 and>15 was in
the region of Brodnica.

4. In the areas with the lowest nhumber of days with fvecipitation ¥1.0
and>5.0 mm) and at the same time, with the most fregoenurrence of dry
vegetation periods (selected according to Kaczdkaissclassification) i.e. in the
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western and south-western part of the region, pitetion-free sequences of all
categories under analysislQ,>15 and>20 days) were recorded most frequently.
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INTRODUCTION

According to Meteorological Glossary (2003), a swidter thaw is a temporary
weather event lasting for a few days, during wrdghtemperature increases above
0°C, leading to melting of snow and ice. A mid-wmntthaw is most often
a consequence of an advection of warm air. Atmagptiew events interlaced with
periods of cold and frost are characteristic forstnainters in Poland. It has been
observed that frequency, duration, and intensityhafvs are lowest in the north-
eastern part of Poland, and evidently increaserttssthe western regions (Czarnecka
1990, 2009, Mrugata 1988, Olbaeii and Grabowski 2005). Depending on the kind
of human activity, as well as their duration anérisity, thaws may represent a direct
or indirect threat, though they may have an adgaaias effect as well. Mid-winter
thaws negatively affect winter crops since theydlgéa their dehardening and
deteriorate the stability and thermal insulatiooperties of the snow cover (Czarnecka
1998, 2009). On the other hand, thaws increasemiviiter retention, thus lowering
the risk of intense springtime floods; first of, dlbwever, increased water content in
soil alleviates the consequences of atmosphengtts. This is particularly important
for water-deficient regions, such as the area soding Bydgoszcz. Moreover, the
hydrological role of thaws becomes more importanterms of both observed and
predicted increase of wintertime temperatures apeoiad by the uncertainty of
precipitation trends. Due to all these, we haveeralen this study aimed at an
analysis of frequency, duration, and intensity toiaspheric thaws in the discussed
region in terms of the long-term pattern of changes

MATERIAL AND METHODS

The study was based on daily mean air temperamessured at 200 cm
above ground level. The data were recorded at aar@bgical station in the city
of Bydgoszcz, Poland, between November and Marahingl the years 1946-
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2005. According to Kuziemski (1967), atmospheravwl were defined as two- or
more days' periods with a 24-hour mean temperatbioze 6C, which followed
at least a three-day sequence of a mean daily tatope below @C. Winter
thaws, which were followed by returns of thermahter, were distinguished from
spring thaws, which end the winter and lead toranpaent increase in temperature
above OC. Duration of wintertime atmospheric thaws wasregped as a total
number of days in thaw, as well as a number oftanmupted sequences of up to 5,
6 to 10, 11 to 20, and over 20 consecutive dagsetitime intervals, however, were
applied to mid-winter thaws only. The intensitytliiws was determined as ten-day
mean daily air temperatures within the definedquiriof winter thaws, as well as
by frequency of the following temperature range$:15, 1.6-3.0, 3.1-4.5, 4.6-6.0,
6.1-7.5, and >77€. For the long-term analysis of the effect, linesgression was
used with the significance levels af= 0.05 anda = 0.01; the coefficient of
variability (in %) was calculated as a ratio of méa standard deviation.

Considering the works of numerous authors (Barako®001, Kauchowski
andZmudzka 2002Kuziemski 1971, Marsz and Stysiska 2001, Mrugata 1987,
1988), who demonstrated that the variability of tefrthermal conditions heavily
depends on the atmospheric circulation, we analybedeffect of the North
Atlantic Oscillation (NOA) on the presence of atiplosric thaws, using the index
of Joneset al (1997).

RESULTS AND DISCUSSION

The first mid-winter thaw in the vicinity of Bydgacz appears usually on
12 December, whereas the spring thaw, which erglshigrmal winter, starts on
12 March (Fig. 1). Both these dates, however, ekhabgreat year-to-year
variability, with distinctly higher variations inhé previous date. Namely,
standard deviation of the beginning of the firshter thaw is 26 days, whereas
that for spring thaw, 18 days only. Examples of twntrasting year-to-year
differences in the beginning of the first winteathinclude the winter seasons of
1981/82 and 1982/83. In the previous winter, thgt finid-winter thaw began as
early as on 10 October, whereas in the followingtey, it started as late as on
23 February. Most often, however, every fourth yearaverage, the first mid-
winter thaw starts during the last ten days of Maler. In about 40% of cases,
the first thaw appear within the last ten days of&mber and the first ten days of
December (Fig. 2). If we consider all the sixtynters, 1945/46-2004/05, the
soonest spring thaws, which started as early dkdrfirst ten days of January,
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were observed during two subsequent winters, 198&B8d 1989/90. The
beginning of a winter-ending springtime thaw, howemvis usually observed
during the second and third ten-day periods of Mawith frequencies about

35% and 25%, respectively.
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As is depicted in Figure 3, a clear increase eftequencies of atmospheric
thaws can be observed in the last ten days of NbeenDuring the calendar
winter (December-March), the frequency of atmosigchtraws reaches at least
30%, whereas in the third ten-day period of Decenaml in the first ten-day
period of February, nearly a half of days belongtltaw days. A systematic
increase in springtime thaw frequency can be olesewith the beginning of
February. In mid-March, every second day is a thaw, whereas in the last ten-
days of March, thaws occur more than 80% of time.

100
80 - 7

-

Frequency (%

N

1 2 3 1 2 3 1 2 3 1 2 3 1 2 @ecade
N D J F M  months

B winter thaws spring thaws

Fig. 3. Frequency (%) of winter and spring atmospherionttevents by 10-day periods from
November till March. Years 1945/46-2004/05

In the area of Bydgoszcz, atmospheric thaws aservied on 62 days, on
average, i.e. during 51% of time between DecembdrMarch (Fig. 4). During
the calendar winter, the number of thaw days rafiges 12 to 14 and increases
up to about 23 in March. Variability of a ten-dayeam thaw intensity in
December, January, and February is not high, frott@ 2.7C. It is not until
springtime-thaw dominated March that temperatuoavgrby £C to reach about
5°C in the third ten-day period of the month. The heist mean daily
temperature recorded during thaw periods over garg/1945-2005 was three
times as high as the average. Even in the coldesitha of the year, i.e. in
January and February, the maximum intensity of apheric thaws exceeded
9°C, and in the second ten-day period of Januarythedirst one of February,
temperature reached A (Fig. 5).
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The wide range of temperatures occurring duringwea winter days can also
be concluded from the diagrams of the frequencgaufh range (Fig. 6). Their
distributions during the calendar winter (Decemidler-ch) are similar; the mean
temperature usually remains within the range°®.to 1.8C, whereas the
frequency of thaws of increasing intensity, fron6°C. to 7.5C, decreases in
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a very regular manner. During mid-winter thaws gt occur in March, on the
other hand, the frequency of temperatures withia thnges 0’C to 6.0C
exhibits a considerably lower variability; much raaften recorded are thaws of
higher intensity, especially those exceedind@.5uch intensive winter thaws
are noted in about 5% of cases over the entireewtinte, more frequently in
February than in March, particularly those of thiensity exceeding 7°6.
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Fig. 6. Frequency (%) of winter atmospheric thaw perioglsirtensity class. Years 1945/46-
2004/05

Duration of a thaw, besides intensity, is anotingportant factor deciding
whether its outcome can be of positive or negativaracter. On average, five
periods of thaw are observed from November till 8fain Bydgoszcz and its
vicinity; nearly half of this number are periodsrr 2 to 5 days long (Fig. 7),
which is typical also for other regions of the coynCzarnecka 2005, 2009).
Every winter, one thaw days sequence lasting eftber 6 to 10 days or from 11
to 20 days is recorded, and every second wint@verage we can observe a mid-
winter thaw that lasts over 20 days. Intensity efiater thaw increases with the
duration of the effect. The intensity of the shsttdaws, lasting up to 5 days, is
on average 2°Z, during thaws of 11-20 days, mean temperatuesbout 1°C
higher, whereas that of the longest, more than &0ilaw periods, is nearly
twice as high as the intensity of the shortestqasriof thaw (Fig. 7).
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Despite the fact that periods of thaws longer tB@rdays are observed every
second year, on average, thaws of such long doratemost frequent during nearly
entire winter between December and March (Fig.T8g third ten-day period of
December and the second one of January are pramnenms of mid-winter thaws
longer than 20 days, as compared with thaws oteshdurations. The characteristic
decrease in the frequencies of thaws recorded-a6 ahd >20 days long during the
third ten-day period of January is accompanied digtanct increase in the frequency
of 6 to 10-day long thaws. An increased frequeridhaws occurring in the shortest
sequences, up to 5 days, is observable in the decwhthird parts of January and the
first part of February. An analysis of Figure 9ealg that winter thaws, depending on
their duration, in the second and third ten-dayopsr of December exhibit a low
variability of intensity; on the other hand, thgtmest variability is characteristic for
thaws recorded during the middle and last ten day=ebruary. During the last ten
days of March, intensity of thaws lasting over 2ysiwas about®°€, whereas the
mean temperature during the shortest thaws, asag/dtiose lasting 11-20 days, did
not exceed °C.

Over the years 1945-2005, the frequencies andsititss of atmospheric thaws in
the area of Bydgoszcz exhibit an increasing trered However, a significant (usually
ato = 0.1) positive trend of both these phenomenaenaent only for two months,
steeper in March, more even in January, which ikedbin FigureslO and 11. The
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coefficient of determination for changes in theeigity of thaws was nearly twice

higher in March (17.1%), whereas those of the lirteend for frequencies and
intensities in January were similar.
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Fig. 8. Frequency (%) of winter thaw events by duratiod &en-day periods from December till
March. Years 1945/46-2004/05
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Fig. 9. Mean intensity of winter atmospheric thaw evengsdoration and ten-days periods from
December till March. Years 1945/46-2004/05
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In terms of the NAO index of Jonest al. (1997), the changes in the
frequencies and intensities of atmospheric thawinguhe period 1945-2004
shown in Figures 10 and 11 exhibit a circulatoryteya of the effect. Over the
analysed sixty years, the periods of a positive NAaBiase were usually
accompanied by a larger number of thaw days ofghdhriintensity, which was
particularly evident during the winters of 1988/88ough 1993/94; a positive
NAO index (3 to 4), i.e. enhanced zone circulati@sulted in more than 20 days
of thaws in January. Table 1 shows the resultsafralysis of the NOA effect on
thaws variability. Atmospheric circulation is a ehifactor of thaws in January,
February, and March; the intensity of thaws is nebsingly affected by NAO in
January, whereas in February circulation most gtyoaffects the frequency of
thaws. The dates of spring thaws beginning were ekplained by the effect of
circulation, most strongly in February, less inuny and March. In December,
the circulation had little effect on thaws, excdpt some influence on its
intensity. The relationship between the parametdrdhaws and circulation
conditions are stronger for the periods Decemberchlaompared to calendar
winters (December-February).

Table 1. Coefficients of correlation between atmospherioMhaharacteristics and NAO index
(Joneset al 1997) during 1945/46-2004/05

Characteristics December Januar Februar March December- December-
of thaws y y March February
Beglnnlng * % * % * % %k 1k %
of spring thaw -0.201 0415 —0.494 -0.324 -0.628 0.579
Days with thaw 0.172 0.452** 0.680**  0.515** 0.569** 0.434**
Intensity 0.327* 0.620** 0.535**  0.512** 0.625** 0.426**

** significant at o = 0.01; * at o, = 0.05.

CONCLUSIONS

1. In the area of Bydgoszcz, the first winter atmosighthaw occurs most
often during the last ten days of November and tins days of December, whereas
spring thaws usually start in the middle or entafch.
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2. Atmospheric thaws occur in about 51% of days dubegember-March,
including 43% of calendar winter days, slightly masften in February than in
January.

3. The mean daily air temperature of a mid-winter warmeather does not
exceed 3°C in 60% of cases, with a few-percenteniffequency of the range 0.1-
1.5°C. Thaws of the highest intensity, exceedind@,%usually occur in March;
however, they were also observed during calendateva with a frequency of 5%.

4. From December to March, five mid-winter thaws dosasved on average;
more than half of them last 2 to 5 days, howevahaav longer than 20 days is
observed every second year, on average.

5. The highest frequencies of mid-winter thaws lastiisgally (most cases)
20 days or longer were observed during the lastiéss of December. Such long
mid-winter thaws prevail over shorter ones, alsthanmajority of ten-day periods
during December to March.

6. The intensity of a thaw increases with its duratibhe mean intensity of
the shortest thaws (up to 5 days) was abdat fhat of 11-20 day-long thaws
increased to €, whereas thaws lasting for more than 20 daysheshdC.

7. Over the period 1945-2005, a rising trend in thennity and frequency of
thaws in January and March can be observed.

8. Atmospheric thaws are shaped by the circulatiorr thve North Atlantic.
The strongest relationship between thaw intensityl dhe North Atlantic
Oscillation index (according to Jone$ al 1997), was observed in January,
whereas that between the number of days and dategriag thaws beginning
was observable in February.
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INTRODUCTION

In the group of meteorological elements shapimgdreading and dispersion
of gas and particulates pollutants, an importaife e played by precipitation
conditions (Holstet al. 2008, Kasprzycki 1969, Rost al 2009, Walczewski,
1997, Velders and Matthijsen, 2009). However, tkeintribution to the cleaning
of air is smaller than that of the dynamic elemeatdtermining the intensity of
vertical and horizontal exchange of air (Czarnemka Kalbarczyk 2008, Keast
al. 1998, Kulig 1981, Majewsldt al. 2009). As Gawr§reports (1981), following
Gtowiak, about 30% of suspended particulates isox&d from the air by the
activity of electrostatic and gravitation forcesdahe remaining part is washed
out by atmospheric precipitation. The cleaning rofeprecipitation as a main
factor of the so called "wet deposition” or "wetesim”, depends on many fea-
tures of the phenomenon itself as well as the chtaraf pollution. In the deter-
mination of washing out of pollutants by precigitat in mathematical, determi-
nistic models of their spreading, the followingttals are taken into considera-
tion: the character of precipitation, the time afation, the intensity, the distri-
bution of rain drops size and the speed of thdliagawell as the type and chemi-
cal properties of pollutants and the diameter obsa particles (Glowialet al
1985, Juda and Chidiel 1974, Markiewicz 2004). The complexity of reas
determining the process of the washing out of palits and very large variability
of ambient concentration as well as variability ahsicontinuity of precipitation
cause that the qualitative evaluation of precitaeffectiveness is very difficult
and even, in many deterministic models, it is debteed, out of necessity, by
means of only one parameter, namely, a washingamfficient, approximated by
analytical methods (Markiewicz 2004). A large linmt the description of the
precipitation effect on variability of ambient camtration by means of statistical
methods is the range and availability of standae@&surements and observations
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of the phenomenon within the range of the IMGW (thea stations) network.
They make it possible to carry out the analysignipan the basis of decade (10
day periods) or monthly precipitation totals andgfrency of their occurrence,
and moreover, deriving mainly from a different lboa than that of the mea-
surements of ambient concentration (Czarneatkal. 2007, Czarnecka and Kal-
barczyk 2008). Larger possibilities appeared in52@fong with the start of a
standardized system of monitoring the quality of #ie integral part of which is
automatic, continuous registration of main metemgimal elements, including
atmospheric precipitation and an equally importhing, it is carried out in the
place of the measurements of ambient concentrefimnthese reasons, the aim of
this work was an attempt of statistical evaluatidprecipitation effectiveness in
removing suspended particulates PM10 as the pothitaost frequently disturb-
ing the standards of the air quality in our country

MATERIALS AND METHODS

The basic material consisted of average hourlyceotmations of suspended
particulates PM10 and the atmospheric precipitatatals over the years 2005-
2007, registered within the frames of the systemmnitoring the air quality, car-
ried out by Voivodeship Inspectorates of EnvirontaeRrotection. Because not
all immission stations functioning in individualvtas have an identical range of
the carried out measurements, the final choicenefrhaterials constituting the
basis of the description was decided accordingpeocbmpleteness of results em-
bracing ambient concentration and atmospheric pitation from the same loca-
tion. This condition was satisfied only by seveatisns situated in towns of cen-
tral and southern parts of the country. Due todbgervational gaps in the mea-
surement series of immission or atmospheric pretipn in many selected sta-
tions, the final number of the basic series of hotesults amounted to about 156
thousand. All the stations represent an urban burkan area of residential or
residential and recreational character and aresifiled by Voivodeship Inspecto-
rates of Environmental Protection as the statidrikeourban background.

The basis for the analysis were hourly and dalyes (mean or totals) accord-
ing to seasons of the year or months, also comsglére daytime and the time of
night. It was assumed that independently of themeaf the year, the daytime lasts
from 7 am to 6 pm and the night — from 7 pm to 6awording to the UTC. The
amount of hourly and daily concentrations of sudpenparticulates PM 10 was
assessed according to the alert and permissitiéslésted in the Minister of Envi-
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ronmental Protection Regulation of 3 March 2008.WDar 47 (Journal of Laws
No 47). The influence of precipitation conditions \ariability of the immission of
suspended particulates PM10 was determined by #thoch of the regression
analysis taking into consideration two levelsighificancen = 0.05 andx =0.01.

RESULTS AND DISCUSSION

In the years 2005-2007 average daily concentratainsuspended particu-
lates, recorded in seven towns, selected for tladysis, varied from about 1 to
532 ug-rit and hourly averages — even up to 861 iy Time contribution of dai-
ly concentrations of above 50 uanwhich, in accordance with the norm, can be
exceeded with the frequency up to 35 days per yBagulation ..., 2008),
amounted to nearly 20% in the analysed three yadhsmugh the largest amount of
the immission of suspended particulates PM10 wasackeristic of January 2006,
the above mentioned permissible levels were alseesled in 2005 and in 2007.
Whereas the cases of exceeding an hour alert &velnting to 200 pg th was
recorded only in 2006 (in the town of Radom in nifag/s) and once in 2007 in
the town of Cieszyn. As Figure 1 shows, in neaflyof the cases, daily concen-
tration of suspended particulates PM10 varied withie range of 10-30 pgn
with a slight advantage of class 20-30 g @oncentrations of above 100 pg m
were recorded in about 3% of days.
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Fig. 1. Frequency of occurrence (%) of the recognizedaeedaily classes of suspended particu-
lates PM10 over the years 2005-2007
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In the analysed three year series of daily daggcontribution of days without
precipitation amounted to about 60 (Fig. 2). Thealtwst difference in the fre-
quency of days with precipitation and without ppétation, about 13%, was cha-
racteristic of calendar summer, whereas in the @nw@seasons of the year, the
advantage of days without precipitation over thgsdaith precipitation was con-
siderably higher — in spring and autumn almost évas large. In all the seasons
of the year, precipitation occurred most oftenafout 40% of cases) in individu-
al days. Precipitation recorded in two successaysdonstituted half the number
of cases of one day and the frequency of predipitatequences longer than 4
days or more, did not exceed, on the whole, 10%cipitation lasting longer was
recorded more often in spring, whereas less frejuensummer and autumn. In
the years 2005-2007 precipitation recorded durhlmg daytime (from 7 am to
6 pm) had a slight advantage over the night pretipn (7 pm — 8 am) and it was
the largest in winter. A slight difference betwetbe daytime and the time of
night was also observed in respect of the pretipiteamount average. Whereas
contrastive conditions concerning the amount o€ipr@ation occurred in summer
and winter. During the calendar summer, mean hdotbls of precipitation, both
those of the daytime and the night, amounted taitathgd mm and were more
than twice as large as in winter (Fig. 2).

The introductory stage of the analysis aimingtovs the effect of precipita-
tion on the air pollution with suspended pollutaRtd10 was the comparison of
the amount of immission in series of days with amithout precipitation. As the
analysis of Figure 3 shows, average daily conctgotaof suspended particulates
PM10 not exceeding 20 ughoccurred equally often (those up to 10 pg m
even more often) in days with precipitation as veallin days without precipita-
tion. A washing out role of atmospheric precipitatbegan to be noticeable only
at the concentrations of 20-30 pg®nhowever, significantly clearer — starting
from the daily immission exceeding 30 pg'm

Whereas the largest daily concentrations of ad®@ g nt, occurred with
the frequency of about 90% in days without atmosphwecipitation. The wash-
ing out role of the precipitation in relation toettair pollution with suspended
particulates is also confirmed by the comparisomrmrd hour concentrations oc-
curring during precipitation which, depending oe gtation, were by 21 to 34 %
smaller than those recorded in situations witheectipitation (Fig. 4).
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However the difference between the concentratfsuspended particulates in
the days with precipitation and without precipitatidepended on the season of the
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year (Fig. 5). In winter the immission of the susged particulates in days of the
occurrence of precipitation was by 36% smaller timadays without precipitation,
whereas in summer — only by 13%. While in sprind autumn, the decrease in the
concentration of particulates under the influerfgarecipitation was similar.
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Fig. 5. Average daily concentrations (ug*jrof suspended particulates PM10 in the days with and
without precipitation according to the seasonseafryover the years 2005-2007

In all seasons of the year a larger decreaseeiratierage immission of sus-
pended particulates in series of days with preatijib, in comparison to series of
days without precipitation, became noticeable enttime of night (Fig. 6), despite
the fact that the frequency and the amount of npgétipitation were similar like
those of the daytime. A decrease in the immissianng night precipitation as
compared to the immission during the night withpogcipitation varied from
23% in summer to 42% in spring, whereas under tmglitions of precipitation
occurring in the daytime as compared to the immrsan the days without preci-
pitation — the decrease varied from 5% in summé&aéh in autumn.

The decrease in the concentration of suspendditydates PM10 under the
influence of precipitation showed particularly largontrasts between the daytime
and the time of night in summer.

The significance of precipitation as a factor atwleposition of particulates
pollutants is also confirmed by the results of #malysis of regression between
average daily concentrations of particulates anlg tiztals of precipitation which
turned out to be statistically significant for mo$tmonths and calendar seasons of
the year. However, coefficients of determinatidithaugh significant att = 0.01,
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were very small and they did not exceed 5%. Thiienice of precipitation on
variability of immission of particulates turned dotbe insignificant, particularly
in summer. Whereas the analysis of regressionechailt in reference to the cha-
racteristic range of particulates concentratiorisfrem 10 to 30 pg M, and also
the analysis limited exclusively to the series ayglwith precipitation, gave the
results exclusively statistically insignificant.
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Fig. 6. Average daily concentrations (ug3yrof suspended particulates PM10 in the days with and
without precipitation in the daytime and in thehtigver the years 2005-2007

In order to provide the details to the evaluatibthe role of precipitation as a
factor of wet deposition, periods embracing the loefpre precipitation, the day or
a sequence of days with precipitation and the d&y precipitation were selected
from the set of basic data. The sets selectedsmtdty, included not only the cases
of a decrease in the immission under the influexiqarecipitation (as compared to
the immission on the day of preceding the predipit¢ but also numerous situa-
tions in which an increase in the immission wasmed. This was also confirmed
under the conditions observed in Warsaw (Majeweshil. 2009). Despite this, in all
the seasons of the year, average daily concemsatib suspended particulates
PM10 in the days of the occurrence of precipitati@ne by 11 to 29% smaller than
the day before (Fig. 7). It means that a real deserén the concentration of particu-
lates on the day of the occurrence of precipitaté@ncompared to the day directly
preceding precipitation, was smaller than it hadrbstated earlier (Fig. 5) on the
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basis of the comparison of the immission in theepghdent of one another, dif-
fering in number series of days with and withowgipitation. Whereas, the smal-
lest effectiveness of precipitation was confirmeddspect to the removal of par-
ticulates pollutants in summer, however a positleaning effect still maintained
the following day. But in the remaining seasonshef year, the concentrations of
particulates the next day after precipitation shibag increase, in spring even up
to the level not much smaller than before its o@noe.
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Fig. 7. Average daily concentrations (ug3nof suspended particulates PM10 in the days before
precipitation, with precipitation and after pretftion, over the years 2005-2007

The evaluation of the decrease in the immissiopasficulates under the influ-
ence of precipitation carried out for different donations and ranges of its amount
during a year, showed that the most effective weasipitation of the total from 8 to
20 mm, independently of the duration time (Fig.IBjesulted in the largest reduc-
tion of the immission not only on the day of préteifoon, but also still on the next
day. A different comparative analysis of averagdydeoncentrations of PM10
particulates in relation to the duration of pre@ipon, expressed by sequences of
days, independently of its amount, also carriedfouthe whole year, indicates
definitely the smallest effectiveness of one dacimitation (Fig. 9). A decrease in
the concentration of particulates under the infb@eaf longer lasting precipitation
did not show very large differentiation in relatitm the number of precipitation
series, as it varied from 21 to 31% of the coneiuin recorded before the occur-
rence of precipitation period. The largest decréasiee immission was caused by
precipitation occurring in five day sequences, divéctly after them, like in the
case of longer sequences (> 6 days), the condensahowed a rapid increase.



141

Whereas the washing out effect of precipitatioiil staintaining next day, be-
came noticeable only at precipitation occurring isuccessive days.
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The effectiveness of precipitation in removingtipatates and gas pollutants
depends not only on many features of the phenomiselfy but it can be condi-
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tioned by their initial concentration. The diffecess observed in the effectiveness of
precipitation can be conditioned by a clear dailg searly structure of the particu-
lates immission. In the analysed three year sefitise data, the suspended particu-
lates concentrations in winter amounted to abouytg@® and were twice as large as
in summer, and in all the seasons of the year tagdarge the imission was recorded
in the night hours. A significant influence of tinitial concentration on the effective-
ness of washing out $S@as illustrated by the results of measurementsenrathe
region of the power station in Turéw. Rainfalls mmd as much as 80% of SO
masses when its concentration amounted tqus®® and only 40% at pollution 10
times smaller. With reference to N@e relationship was much less reliable and in
the case of volatile particulates, it was statidlijinsignificant — Lisowski (1984).

The analysis of regression, carried out for al #easons of the year, showed
a statistically significant influence of the PMIdhcentration in the day preceding the
precipitation on the concentration of particulates only in the days of its occur-
rence, but also on the first day after precipitatiéor these reasons, continuing the
statistical evaluation of the effectiveness of jpigation, the average daily concentra-
tion of particulates on the day of the occurrenfcprecipitation was taken into con-
sideration. What is more, from the series analgsetier, embracing the day preced-
ing the precipitation, the day before precipitatite day or days in which precipita-
tion occurred and the day after precipitationttadl cases in which the concentrations
of particulates increased despite the precipitatiaare eliminated. The results of the
analysis carried out both for different daily tstaf precipitation and also for different
concentrations of particulates are included in @4dblin most cases the influence of
the amount of precipitation on variability of thencentrations of suspended par-
ticulates PM10, including the concentrations befmexipitation, turned out to be
insignificant (Tab. 1). A statistically significarntle of the amount of precipitation
became noticeable mainly in the occurrence, withittiensity and the total of
precipitation, additionally considering the amoohimmission before the preci-
pitation, gave in most periods of winter and sgriwhereas it was insignificant
in summer. The most significant results were olet@iim regard to precipitation of
the totals of up to 8 mm. The analysis carriedexdusively for this amount of
precipitation, separately for the particulates em@tions >20 and > 30 pgm
gave better results — in most cases statisticédiyificant ata. = 0.01 (Tab. 2).
However, the coefficients of partial determinataid not exceed 10%. The daily
precipitation of up to 8 mm had the largest infleemn variability of the immis-
sion of particulates in autumn and winter, smalbespring, whereas, once again
its insignificant role was confirmed in summer.
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Table 1. Coefficients of partial determinatior} (%) defining the decrease in the average daily
concentration of suspended particulates PM10 utmgeinfluence of different totals of precipitation,
taking into account concentrations on the day leefmecipitation

Seasons ’n Total <8 mm 8-20 mm >20 mm
r? 4.7% 6.7* ° 16.8*
Spring
n 137 81 28 28
r2 o o o o
Summer
n 159 86 45 28
l,2 o 7.9** o o
Autumn
n 203 141 44 18
r? 2.6* 7.3%* 13,1% °
Winter
n 153 109 33 11
r? 1.1% 5.5%* ° °
Year
n 652 417 150 85

n — number of cases; ** significant at= 0.01; * ata = 0.05; ° non-significant a& = 0.05.

Table 2. Coefficients of partial determinatior} (%) defining the decrease in the average daily
concentration of suspended particulates PM10 utideinfluence of the totals of precipitation <
8 mm, taking into account concentrations on theltfgre precipitation

Concentration before precipitation

S ’m
easons > 20 g nt >30 ug nv
, r? 6.9* 8.5*
Spring
n 78 61
r2 o o
Summer
n 73 42
r? 8.4** 7.7%
Autumn
n 131 110
, r? 7.2% 9.0%
Winter
n 101 83
r? 7.1% 8.4%*
Year
n 283 148

n — number of cases; **significant at= 0.01; * ata = 0.05; ° non-significant at. = 0.05.



144

An attempt to evaluate the effectiveness of pr&tipn in removing particu-
lates pollutants, requiring an analysis based anlhoalues due to their intensi-
ty, was carried out on the example ofe§&tmchowa. Correlation between a de-
crease in the immission of particulates under tifleence of precipitation and its
intensity turned out to be statistically insignéfit. This is consistent with the
results for Warsaw obtained by Majewskial (2009). Whereas the evaluation of
the relationship between a decrease in the corat@mtrof particulates in the hour
ending the precipitation, as compared to the camatéon in the hour before its
periods (seasons of the year and periods of thetdayesults statistically signifi-
cant (Tab. 3). The discussed features of precipitgtlayed a contradictory role
in removing particulates pollutants, as the ristotals of precipitation caused
a larger decrease in the immission, whereas thethrim the intensity of precipi-
tation decreased the effectiveness of washingTdus. is consistent with opinions
on the larger effectiveness of long-lasting prdaijon, particularly that of large
totals (Gtowiaket al 1985, Kasprzycki 1969, Majewskt al. 2009, van der Wal
and Janssen 2000), as opposed to occasional shamgstorms, cleaning the air
in a small degree and only for a short time. Asviddk et al. (1985) report, the
largest washing out activity take place in the zZlezbut only in relation to parti-
culates of a larger aerodynamic diameter of graibeye 10 pm.

Table 3. Coefficients of partial determinatiof (¢6) defining the decrease in the average hourgen-
tration of suspended particulates PM10 accordirtheidntensity and the totals of precipitatiorkirig
into account concentrations before precipitatioiG Zstochowa over the years 2005-2007

r* (%)
Period L ) Number of cases
Totals precipitation Intensity
Year (+) 18.7** (-) 14.4* 151
Day (+) 8.9** (-) 13.5* 71
Night (+) 29.1* (-) 21.6** 80
Spring (+) 34.9* ° 25
Summer (+) 11.9* (-) 12.3* 40
Night (+) 31.5* (-) 36.8** 23
Autumn ° ° 30
Winter (+) 36.5* (-) 14.2* 47
Night (+) 58.1** (-) 26.8** 29

+/— positive/negative influence; ** significantat 0.01; * ato. = 0.05; ° non-significant at= 0.05.
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Values of the coefficients of partial determinatidescribing the contribution
of the amount and intensity of precipitation to éxplanation of variability of the
particulates immission, taking their initial cont@tion into account, varied in
a wide range from about 9 to 58% and the signifieaof both features of the
phenomenon changed depending on the season afdheuyd the time of the day.
In the scale of the whole year, the intensity afcipitation played a not much
smaller role than its total, but in the daytimeistidctly larger, whereas in the time
of the night — smaller. A patrticularly large infhuee of the precipitation intensity on
the effectiveness of removing particulates polltgaand on the amount of immis-
sion was observed during the night in the calesdarmer. During the night, both
in summer and in winter, the effect of both diseglsfactors was clearly the largest.

Definitely better results of the analysis basedhourly values of the dis-
cussed variables, even only for one station, showmbarger possibilities of de-
monstrating the washing out function of precip@ati depending on different
features of the phenomenon. The results of contirstredies will be presented in
another description.

CONCLUSIONS

1. In the years 2005-2007, the average concentratibeaspended particu-
lates PM10, recorded in series of hours and daffs precipitation, were by 10 to
35% lower than the concentrations recorded befe@henomenon occurred.

2. Larger average differences between daily conceotistof PM10 parti-
culates in the series with precipitation and thegesewithout precipitation occur-
red in winter and in all the seasons in the night.

3. The smallest differences between daily concentnataf PM10 particula-
tes in the series with precipitation and the seniglsout precipitation were recor-
ded in summer, but contrary to the remaining seadtwe washing out effect was
sill maintained the following day.

4. In the scale of the whole year, the largest in@eaghe average immis-
sion of suspended particulates PM10 was causeddajpftation of the totals of 8
to 20 mm occurring both in individual days and @gsences of successive days
and in reference to the duration time, by preditaoccurring in four day pe-
riods, independently of its amount.

5. Due to large variability of the concentrations olgended particulates
PM10, not only day by day, but also hour by houseems necessary, while eva-
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luating the washing out role of precipitation, &ie into consideration the amount
of the immission from the period (day or hour) befthe precipitation.

6. Statistical evaluation of the effectiveness of apiwric precipitation,
carried out on the basis of daily data, made isiids to prove only a slight, posi-
tive effect of the increase in the precipitationoammt on the reduction in the im-
mission of suspended particulates in spring, autam winter. It particularly
concerns the precipitation of the totals of up tm®, and shows its insignificant
role in summer.

7. The analysis of hourly values of both variablesegiwdefinitely larger
possibilities to evaluate the washing out role whaspheric precipitation, not
only in respect if its amount, but also its inténsi

REFERENCES

Czarnecka M., Kalbarczyk R., 2008. Weather conditaetermining variability of suspended parti-
culate matter concentration in Pomerania (in Phlisbta Agrophysica, 11(2), 357-368.

Czarnecka M., Kalbarczyk R., Kalbarczyk E., 2007.isfgitity in particulate matter concentrations
versus precipitation in Pomerania region. Pol.atuN Sc., vol. 22(4), 645-659.

Gawrys W., 1981. Factors affecting the correlation betweeasured and calculated concentrations
of particulates in the atmosphere (in Polish). ©oharpowietrza, nr 3, 72-75.

Glowiak B., Kempa E., Winnicki T., 1985. Principletenvironmental protection (in Polish). PWN,
Warszawa.

Holst J., Mayer H., Holst T., 2008. Effect of mat@ogical exchange conditions on PM10 concen-
tration. Meteorologische Zeitschrift 17(3), 273-282

Juda J., Chitiel S., 1974. Protection of atmospheric air (iligh). Wyd. Nauk.-Techn., Warsza-
wa.

Kasprzycki A., 1969. The influence of meteorologifztors on mean dayly dust concentration of
the lower atmosphere layer (in Polish). PracésReowego Instytutu Hydrologiczno-Mete-
orologicznego, z. 97, 17-35.

Keary J., Jennings S. G., O’connor T.C., Mcmanud.Be, M., 1998. PM10 concentration measu-
rements in Dublin city. Environmental MonitoringdaAssessment, vol. 52, iss. 1-2, 3-18.

Kulig A., 1981. Evaluation of the effectivenessseff-cleaning processes of atmosphere in the area
of a town (in Polish). Ochrona powietrza, nr 3,720-

Lisowski A., 1984. The washing out of pollutantsrir the air by rainfalls in the vicinity of the coal
power plant (in Polish). Ochrona Powietrza, nr'5191.

Majewski G., Przewmiczuk W., Kleniewska M., Rozbicka K., 2009. Analysif selected air pol-
lutants variability depending on precipitation imsynow area (in Polish). Acta Agrophysica,
2009, 13 (2), 419-434.

Markiewicz M., T., 2004. Basis of modelling the smting of pollutants in the atmospheric air (in
Polish). Oficyna Wydawnicza Politechniki WarszaveskiVarszawa.

Minister of the Environment Regulation of 3 Marci08regarding the levels of some substances in
the air (in Polish). Dz. U. nr 47, poz. 281.



147

Rost J., Holst T., Sahn E., Klingner M., Anke K.,r8hs D., Mayer H., 2009. Variability of PM10
concentrations dependent on meteorological comdititnternational Journal of Environment
and Pollution, 36 (1-3), 3-18.

Van der Wal J.T., Janssen L.H.J.M., 2000. Analggispatial and temporal variations of PM10
concentrations in the Netherlands using Kalmaerfilg. Atmospheric Environment, 34, 3675-
3687.

Velders Guus J.M., Matthijsen J., 2009. Meteoralabvariability in NQ and PM10 concentrations
in the Netherlands and its relation with EU limélwes. Atmospheric Environment 43, 3858-
3866.

Walczewski J., 1997. A meteorological index folirastion of probability of air pollution growth in
Winter (in Polish). Wiadomii IMGW, 1, 129-135.



148

11. SELECTED CHARACTERISTICS OF PRECIPITATION CONIONS
OF THE NORTH-EASTERN POLAND IN THE YEARS 192000

Barbara Banaszkiewicz, Krystyna Grabowska

Department of Meteorology and Climatology, Universif Warmia-Mazury
ul. Plac £6dzki 1, 10-727 Olsztyn, Poland
e-mail: baba@uwm.edu.pl

INTRODUCTION

Precipitation is one of the most important factdesermining the growth and
yielding of plants and their amount and distribatizave a significant effect on
the agroclimate development (Dzye 1989, Olechnowicz-Bobrowska 1970).
The high spatial and temporal variability of pré@Epon has an unfavourable
effect on satisfying the water requirements of {daffhe area of north-eastern
Poland is a region quite abundant in precipitatiout, in some years, it proves
unsatisfactory for crop plants. The excessive aliffifequently occurring in this
area also poses a threat to plant production (A2891, Kaminski 1986, Szwe-
jkowski et al. 2002, W@ 1999).

The aim of the study is to present temporal andiapeharacteristics of the
sequences of precipitation-free days, frequenayags with precipitation and the
occurrence of deficiencies or excess of rainfaltha vegetation period (IV-1X)
for the area of north-eastern Poland in the pesfatP51-2000.

MATERIALS AND METHODS

On the basis of an analysis of 1951-2000 precipitadlata from 11 stations
(Bialystok, Elbhg, Ketrzyn, Lidzbark Warmiski, Mikotajki, Mtawa, Myszyniec,
Olsztyn, Ostratka, Prabuty and Suwatki) and weather posts of tiséitite of
Meteorology and Water Management (Banie MazurdRiatobrzegi, Brodnica)
the following values were determined:

* the mean numbers of days with precipitatior0f0 mm,>1.0 mm,>5.0

mm,>10.0 mm>20.0 mm an&30.0 mm in the vegetation period (IV-1X);

« the mean numbers of precipitation-free sequencagdp>10, >15 and

>20 days in individual months from April to Septemlaad in the entire
vegetation period (IV-IX). While determining preitgtion-free periods, it
was assumed that the precipitation-free sequestiadal0-15 was inter-
rupted by one day with precipitatiai.5 mm or by two subsequent days
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with the total amount of precipitatiasl.5 mm, while precipitation-free
sequences lasting longer than 15 and 20 days @melpted by one day
with precipitation=2.0 mm or two consecutive days with a total amount
of precipitation=2.0 mm (Kaminski 1986). A given precipitation-free
sequence was included into the period under asalylsen at least 60%
of the days from this sequence occurred in thigodedf 50% of days
from the precipitation-free period fell on two sefjgent months, the se-
quence was included into the second month;

* the frequency of precipitation deficiency or excasshe vegetation pe-

riod (IV-1X), according to the Kaczorowska’s criien (1962).

In the area of north-eastern Poland, spatial dityeas the mean number of
days with precipitation 0£0.0 mm in the vegetation period (IV-IX) was pre-
sented graphically, by drawing maps with isolineerg 5 days, for values
>1.0 mm,>5.0 and>10.0 mm isolines were drawn every day, and for emlu
>20.0 and>30.0 mm — every 0.1 of the day.

Maps presenting the mean frequency of precipiteftiea sequences 6f10,
>15 and>20 days in the vegetation period were prepared rayvidg isolines
every 0.1, and for the frequency of vegetation quriwith precipitation defi-
ciency or excess according to the classificationKiagzorowska, isolines run
every 2%.

All calculations were performed using the stat@ticsoftware suite
STATISTICA®. The SURFER application was used for analysinggraghically
presenting the materfal

RESULTS AND DISCUSSION
Number of days with precipitation

In the vegetation period (IV-1X), in the majority the area under examina-
tion (Fig. 1a) the average number of days with ipietion >0.0 mm was 90-95.
Higher values (over 95 days) occurred in its cérgeat, including the Olsztyn
Lakeland, the Great Mazurian Lakeland and theaBlIblills, the Suwalki Lake-
land and the vicinities of Biatystok; while the lest (below 85 days) were found

IStatSoft, Inc. (2007). STATISTICA (data analysithsare system), version 8.0. www.statsoft.com.
2Surfer Version 8.05 — May 11 2004 Surface Mappipgt&n 1993-2004 Golden Software, Inc.
Serial Number WS — 075888-1983



150

B eV
Myszyniec .
drica
/‘w\ ® Miawa ® saiysiok o

® Ostol eka

[
)

(@ s iz
/ — S MU [ v

[

2 =

’_// =} © =]

5 ® Bictobras B

* Fony * oz Sl
0p. —o3

@@gwaﬁ o
e
. . P

® etroigla

e) Numbers of days with precipitatie20.0 mm f) Numbers of days with precipitatior80.0 mm

Fig. 1. Average of many years (1951-2000) numbers of eatsprecipitation>0.0 mm,>1.0 mm,
>5.0 mm,>10.0 mm>20.0 mm and30.0 mm in the vegetation period from April to Sepber in
north-eastern Poland

for the Chetmno-Dobrzy Lakeland and the vicinity of Myszyniec. Isolinepre-
senting values of the mean number of days withydaikcipitation of>1.0 mm
(Fig.1b) generally ran latitudinally, and decreafed 56-58 days in the north of
the area under analysis (except for the vicinityidzbark Warmiski) to 52 days
in the south. The mean numbers of days with dadgipitation exceeding5.0 and
>10.0 mm (Fig. 1cd) were the highest in the northef2b6 days) and the north-
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western (>11 days) part of the area under examimagienerally decreasing south-
wards and south-westwards. On average, duringdbetation period in the most
part of the area (Fig. 1e), 2.8-2.9 days with dpilgcipitation 0f>20.0 mm were
recorded. More such days (3.0-3.1) fell for EdpHills and the vicinities of Miko-
tajki and Myszyniec, and less (<2.7) — agp8pol Lowlands and the zone along the
western border of Poland, from Suwalki to BialystGk average, days with daily
precipitation>30.0 mm were scarce (0.7-1.1), while the valuekdrighan 0.9 days
concerned the vicinities of Banie Mazurskie and western part of the region,
while the lowest values (<0.9 days) concerned dsteen region (Fig. 1f).

The mean numbers of days with daily precipitat@0 mm in the vegetation
period (IV-IX) calculated for the area of north-saa Poland by Nowicka and
Grabowska (1989) for the multi-year period of 19%170 were close to the val-
ues obtained in this study. The lowest values wecerded in Biskupiec, @y-
cko, Ostroda and Myszyniec (77 days) and the higlhgsto over 95 days) were
in Ketrzyn, Olsztyn and Mikotajki. On average, during tbtompared multi-year
periods, about 50% of days with low precipitatiel for a vegetation period. In
addition, higher categories of precipitation werevalent in summer months. In
Poland during the vegetation period (IV-X), therage number of days with very
poor precipitation (0.1-1.0 mm) is much higher amparison to days with heavy
precipitation (20.1-30.0 mm) (Olechnowicz-Bobrow4ie¥ 0).

Classification of precipitation according to Kaczoowska’s criterion

During the vegetation periods (IV-IX) of the 195Qe€® multi-year period,
(Fig. 2a), the average precipitation, accordindgé@zorowska’s classification, was
the lowest (20-24%) in the western part of the emadharea, i.e. between Ejgland
Brodnica. To the east of this zone, the coursesainies was meridional and their
values regularly increased, accounting for 36-38%é Great Mazurian Lakeland to
40-42% in Myszyniec and Ostegh. In eastern edges of the region, between Suwatki
and Bialystok, the mean frequencies of averagepitaion in the vegetation periods
were slightly lower and amounted to 34-36%. Spdlistribution of isolines repre-
senting percentage frequencies of dry and veryelggtation periods was generally
latitudinal, while their average values within thesnges were arranged otherwise
(Fig. 2bc). Dry vegetation periods were most fretjyerecorded in the southern and
the western part of the examined area (from 24%oupore than 26%), and least
frequently (<18%) in its northern part, i.e. in theinities of Lidzbark Warntiski and
from Banie Mazurskie to Biatobrzegi. On the othanth, the highest frequencies
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of very dry vegetation periods (from 16% to >20%grev observed in these re-
gions, and the lowest (<10%) was in its southemeze from Mtawa to Biatystok
(Fig. 2c¢). In turn, extremely dry vegetation pesdgig. 2d), of frequency below
2%, occurred in the majority of the region — inwsstern zone, while the highest
values (>2%) were observed only between Olsztyn Mfava. Wet vegetation
periods with frequency >20% were recorded in thygore of Olsztyn and ktrzyn
and in the Suwatki Lakeland; and periods with fremapy <16% were recorded in
the western part of the analysed area and in ttirityi of Banie Mazurskie and
Ostrokka (Fig. 2e). The average frequencies of the veriywggetation period in
the strip from Elbdg in the north to Brodnica in the south amounted@el8%,
and decreased eastwards (Fig. 2f). In the zonarelyroccurring (4-8%) very wet
vegetation periods (from Banie Mazurskie and Suiniatithe north to Ostregka

in the south), the highest frequencies (4-6%) ofipdarly wet vegetation peri-
ods were established (Fig. 2g). The characterisficsean frequencies of vegeta-
tion periods with a deficiency or excess of prdeipdbn, according to Kac-
zorowska's criterion, for some localities of noghastern Poland and the 50-year
period under examination, were presented in reBeby Banaszkiewicz and
Grabowska (2009); Banaszkiewicz et al. (2009), @&y concerned the hawa
Lakeland and the Chetmno-Dobfizizakeland, as well as the Narew Valley and
the Biebrza Valley. A comparison of the assumedsifization of precipitation in
the vegetation period (IV-IX) in the Suwalki Lakethin 1971-2000 and 1951-
2000 revealed the occurrence of a similar frequericaverage years in Suwalki
(46%) in both multi-year periods, but a lower (22%&quency of average vegeta-
tion periods in this locality in the 30-year peri@hnaszkiewiczt al. 2007).

Precipitation-free sequences

An analysis of the occurrence of precipitation-fpegiods lastingg10 days in
subsequent months of vegetation (Tab.1) demondttatg they occurred most
frequently in April, May and September (0.2-0.5)daslightly less often in other
months. Precipitation-free sequences lastii® days were also typically re-
corded in these months. No precipitation-free misri@sting>20 days in June and
July were found for any of the localities under rakzation, while such periods
occurred with the mean frequency of 0.1 in othentis of the multi-year period
under analysis.
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In the vegetation periods (IV-1X), in 1951-2000, ilgstrated in Figure 3a,
the mean number of precipitation-free sequendésdays was the lowest in the
south-eastern part of the examined region (the lodinlde Great Mazurian Lakes,
the Narew Valley and the Biebrza Valley, as welBastystok Upland) amount-
ing to 1.3-1.6. Values of 1.8-1.9 concerned thevdtd_akeland and the Olsztyn
Lakeland. Their higher number (>2) was establisirethe Chetmno-Dobray
Lakeland and in the Kurpie Plains. The spatialristion of the frequency of
precipitation-free sequences lasting5 days was similar to the distribution of
ten-day sequences, but their number was lower uatio for 0.3-0.4 in the east-
ern borders of the region (vicinities of SuwalkiaBbrzegi and Biatystok) and
from 0.6-0.7 in the Kurpie Plains to 0.7-0.8 in tGhetmno-Dobrzy Lakeland
(Fig. 3b). The mean number of precipitation-fregusances (0.2) lasting0 days
was established only in the vicinity of Myszynideg. 3c); while in the remain-
ing area of north-eastern Poland this value raffiged <0.2 to 0.1. The threat of
the occurrence of precipitation-free sequencedl chéegories under examination
(>10,>15 and>20 days) was the highest in the vicinity of Mysamiwhile of
those lasting10 and>15 was in the area around Brodnica.
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The mean number of precipitation-free sequenced0fand>15 days in the
entire vegetation period (IV-IX) was lower in the-$ear period analysed in this
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study, 1951-2000, than in the period of 1951-19¥6wicka, Grabowska 1989)
in Lidzbark Warmnski, Olsztyn, Ktrzyn and Mikofajki. In the case of sequences
lasting>20 days, this number was the same in Lidzbark Weskniand higher in
Olsztyn, while lower in Ktrzyn and Mikotajki. The comparison also showed tha
the number of sequences of all categories undemiestion was lower in Bia-
lobrzegi, Elbhg, Ketrzyn, Lidzbark Warniski, Mikotajki, Myszyniec, Olsztyn,
Prabuty and in Suwatki in the 50-year period of 12600 than in the period of
1971-2000 (Banaszkiewiat al. 2004, 2007).

CONCLUSIONS

An analysis of selected precipitation indicatorfcalated for north-eastern
Poland for 1951-2000 made it possible to formuthgefollowing conclusions:

1. lIsolines representing the spatial distributionted tnean number of days
with precipitation 0of~1.0 and>5.0 mm in the vegetation period (IV-1X) revealed
a similar and generally latitudinal arrangementuga of the mean number of
days with precipitation in these categories de@@&dsom the north to the south
(>1.0 mm) and from the north-west to the south-egs0(mm).

2. The frequencies of dry and very dry vegetationqukriand very wet and
particularly wet vegetation periods (according tackorowska's classification)
were reversed, i.e. a more frequent occurrenceef dry periods was found for
the areas with the lowest frequency of dry vegetagtieriods (the northern part of
the region under examination). On the other hamel,nost frequent occurrence
of particularly wet periods was observed in theaare@here the frequency of very
wet vegetation periods was low (in the strip froani® Mazurskie and Suwalki in
the north to Ostrgka in the south).

3. The spatial distributions of the frequency of ppéeittion-free sequences
lasting>10 and>15 days in the vegetation period (IV-IX) were samilthey oc-
curred most frequently in the south-western parthef area under examination
and least frequently in the south-eastern part. thheat of precipitation-free se-
guences of all categories under examinatiebO(>15 and>20 days) was the
highest in the vicinity of Myszyniec, while of themsasting>10 and>15 was in
the region of Brodnica.

4. In the areas with the lowest nhumber of days with fvecipitation ¥1.0
and>5.0 mm) and at the same time, with the most fregoenurrence of dry
vegetation periods (selected according to Kaczdkaissclassification) i.e. in the
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western and south-western part of the region, pitetion-free sequences of all
categories under analysislQ,>15 and>20 days) were recorded most frequently.
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INTRODUCTION

The dominant feature of the air flow over the E@anp continent are recurrent
shifts between the regime of intensive western feovd the zonal flow break-
down which often coincides with the marked domirean€ the meridional circu-
lation patterns. The aim of the research was totifyethe main features of varia-
bility and the assessment of stability of the zdi@alk over the European conti-
nent in the temporal coverage comprising 36 yekE3g1-2006) The variability of
the indices of zonal flow was also utilized as &pof reference of the relative
vorticity field evolution that is directly linked ithh the processes of cyclogenesis
and cyclolysis over the area of research.

METHODS AND DATA

The source material comprised (see the list belmdeorological variables
(daily averages) acquired from NCEP/NCAR Reanaly&ialnay 1996). The
spatial coverage was the Euro-Atlantic region editas from 40W to 4CE and
35°N and 73N. The isobaric level for the analysis was 1000.hPa

Used variables:

e wind vector components (uwnd — zonal, vwnd — meridl) — both va-

riables served as a input for the relative vosticalculations,

» geopotential heights (at 1000 hPa) that were atliim the procedure of

zonal index calculations.

Zonal flow intensity (ZI — zonal index) can be ingeeted as a measure of av-
erage slope of the isobaric surface and as sucmélasure of the horizontal pres-
sure gradient responsible for zonal wind vector ponent. It can be expressed
with the following formula.

Z1(1000 hPa) = HGT(1000 hPg) — HGT(1000 hPay (1)
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where: HGT(1000hPa)35°N/65°N — standardized valolesiverage 1000 hPa
isobaric height at parallels or their fragmentsNB665°N (Li 2003)

High values of the ZI indicate strong zonal aimflin the troposphere. How-
ever, it should be noted that in lower troposphagh intensity of zonal flow
should not be connected with the zonal flogr se It should be rather connected
with the intensification of processes leading talogenesis. Low values of ZI
over Europe at low levels of troposphere deterntireeoccurrence of meridional
macro-forms of atmospheric circulation and this migesult in the development
of anticyclones (blockades) which divert the uspalhs of storms moving to-
wards the eastern parts of the continent.

In mid and upper troposphere values of ZI| reflbet level of deformation of
zonal flow in the form of Rosshy waves which amgatural effect of the existence
of thermal gradient between the tropics an poleasitogether with the rotation of
the Earth. those are visible in the pressure fald air flow as waves in mid and
upper troposphere. Depending on the number of warseslly 4-6 waves around
the hemisphere, we experience either strong zémal (Emall number of waves)
or its breakdown (higher number of waves).

The influence of Rossby waves in upper troposploerghe course of the
processes in the lower part of this strata of timeoaphere is prominent and is
marked by the steering of the processes of divemyemd convergence in the
lower strata together with marked zones of convezgeand divergence in upper
strata (Olivier 1987). Rossby Waves carry the @snaof vorticity with its maxi-
mum values in troughs and minimum in ridges.

Relative vorticity of the airflow can be expressgth the following formula:

rotv = v + ou (2)
ox oy

where: rot/ — relative vorticity, u — zonal wind component;-meridional wind
component, X, y — coordinates (axis x towards easis y towards north)
(Zwieriew 1965).

Relative vorticity (ro¥/) is the measure of intensity and the directiosmh
of the air around vertical axis perpendicular te fiiane over which the rotation
occurs. (Olivier 1987) In mid-latitudes vorticitpgether with the divergence of
the airflow play a significant role in the geneoatiof the disturbances in the air
flow (Bauer 1995).
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RESULTS

The analysis of the multiannual course of ZI resgdFig. 1) that the analysed
period can be divided into couple of sub-periods.the average values years 1971-
1980 can be describes as relatively stable withestgo ZI variability. Period 1981-
1989 witnessed a significant imbalance in the sihimnal flow which was marked
by the changes in the circulation regimes at tlae-i@year basis. Next, in the 90-ties
visible prevalence of zonal flow dominated untiB&3vhen the deep minimum of ZI
values was noted (lowest values in the whole aedlgsriod).

Starting from 1997 the variability of ZI was straiymdimited and the preva-
lence of negative annual values was also noted 20@0. When taking the basic
statistical features into consideration the charngesriability are apparent espe-
cially for the extreme values. Extremely low valwésZ| (10" percentile) do not
exhibit significant change whereas for upper exaeni7%' & 90" percentile)
which indicate substantial zonal flow intensity aren distinguish a major vari-
ability. Additionally the period 1971-1990 asideraethe one with greatest vari-
ability of annual extremes is characterised withijdee trend.

Early 90-ties bring a marked change in the directbevolution of the state
of the air flow system in analysed region. In gah&0-ties and 90-ties were the
period when significant variability of ZI was notadhereas the beginning of the
XXI century brought dramatic decrease in the rapigeecorded ZI values. Years
2005 and 2006 were characterised by the increa$e irange of variability when
both percentile 10& 90" moved towards extremes which indicates the reséirn
the higher polarization of zonal flow charactedstafter the relative stabilisation
of the zonal flow in the beginning of XXI century.

Analysis in a seasonal scale reveals major difte®in the course of ZI values.
Winter is characterised with the highest variapilitith average values between -
1(1979, 1996) up to 3 (1989, 1995). During analy@®gears there were only 6 win-
ters with the negative average values of ZI. Maxmii values were noted in the
period 1988-1995 after which there was a markededse in 1996 which was fol-
lowed by equally rapid return to strong zonal flowthe following year. From the
beginning of the XXI century there is a gradualrdase of values of ZI in winter.

Spring is a perfect example of the prevalence palziow breakdown conditions
during the whole analysed period. There are only f@ars (1986, 1990, 1992 &
1994) when the values of ZI were positive. in tingt part of the period significant
variability of spring ZI was noted with the maximuim mid 90-ties. After 1996
minimum (ZI= -2.0) there was an increase to the valueQdb. Interesting feature of
Z| variability since the end 90-ties (1998) untd(2 is the reduction of its inter-
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annual variability and the values of ZI were piaadty constant. This period is also
characterised by diminished inter-seasonal vaitiabilalues noted in 2005 and 2006
might indicate the end of the stability periodilagfrom 1998.
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Summer in comparison with other seasons is charseteby the lowest vari-
ability with stable and low values of ZI (averadestween-1 and 0). There is
however a marked increase in variability in the @@dties. There is also slight
increase in the summer intra-seasonal variabititye beginning of XXI century.

There is a higher variability of ZI values in auturthan it was the case in
summer. One can recognize gradual decrease of @wdnereas in the period
1971-1988 average values of ZI were above zere tisem prevalence of negative
ones since the beginning of 90-ties.

On the basis of features of multiannual ZI vari#pénalysed above one can
identify significant change which occurred in theglmning of 90-ties which is
not only apparent for average values but even wigible for ZI extremes (espe-
cially 75" and 98' percentile). This sub-period is also characterisediifferent
direction of the climate system evolution (withpest to zonal flow characteris-
tics) (Tab. 1).

Table 1. Trend equation coefficients ZI 1000 hPa (annuasefasonal) (xI®year?) for selected
subperiods

Season/Statistics Period Zlp1o Zl 5 Zl average Zl 575 Zl y90
VEAR 1971-2006 -1.11 0.05 1.97 0.38 7.97
1990-2006 -9.79 -9.82 -30.71 —-54.79 —73.12
1971-2006 -0.65 4.18 11.06 19.24 2191
BJF 1990-2006 —85.65 -62.80 -83.24 —99.63 —86.35
1971-2006 6.46 4.53 6.42 8.98 241
MAM 1990-2006 7.83 4.92 -38.43 —-91.62 -113.38
1971-2006 -3.25 -1.91 -1.72 -0.82 -1.22
WA 1990-2006 -12.16 -9.37 -12.83 -16.09 -1.63
1971-2006 -12.34 -12.06 -10.42 -11.13 -11.42
SON 1990-2006 0.34 0.63 -0.20 4.80 2.52

In the case of annual averages of ZI the scaldahges is significant as from
slightly increasing values at rate 1-87°y™ (1971-2006) in the last 17 years of
analysis there was an evident decrease in zonal ifieensity over the area of
research -80.710°% y). This value is accompanied by negative trend 1fd?
percentile and positive for 80This might serve as an indicator of an overall ZI
variability increase (range). The change of p&rcentile is not so prominent as
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in the case of average values. The highest changered for 98 and 74' per-
centile (54.810°y™ and-73.110°%y™ respectively).

Seasonal variability of the trend coefficients p®ito winter and spring as the
seasons during which the changes were most prohfit@90-2006). In winter in the
case of average values the pace of changes ise8 famter than during the whole
analysed period with mutual reverse of directiorlwnge. Similar differences were
noted for extreme values {78nd 9¢' percentile). Other statistics for winter season
reveal relatively homogenous decrease of ZI valud® last 17 years.

In spring the changes in the circulation regimesgaeater than those noted in
winter. For 78 & 90" percentiles there is also a change in the dineaifeevolu-
tion. Simultaneously the intensity of changes isatgr than in the period 1971-
2006. In general, spring is characterised by thrifsitant decrease of variability
in the period 1990-2006.

In summer the changes despite being visible areasaramatic as it was in
the case of spring and winter. There is also naghan the direction of trend but
only increase of the change pace. What is intergstie pace of changes of"90
percentile of ZI changes only slightly. In auturherie is an overall drop in for all
Z1 characteristics (1971-2006). Years 1990-200@aéwa slight decrease in aver-
age values-0.210%y™) and increase for other characteristics (highms7$" and
90" percentile).

The variability of ZI describing the state of theflaw system is not without
influence on the field of airflow characteristicgelative vorticity. As it can be
seen (Fig. 2) spatial variability of the valuestraind coefficients of relative vor-
ticity is dissimilarly shaped when distinct peripddentified in ZI variability
analysis, are taken into consideration.

For the period 1971-2006 (annual averages) theritajof the area in the
foreground of European continent is characterisedlightly positive values of
trend coefficients which indicates the increasecytlonic airflow. Small area
over Great Britain and an area south of Greenlawedring Island and parts of the
North Atlantic is characterised by the decreasthefcyclonicity of airflow.

Over the majority of continent the decrease ofréiative vorticity is noted
and minimum values of rgt trend coefficients are recorded over Iberian Penin
sula. The trend analysis for 1990-2006 revealsndisincrease in spatial variabil-
ity of trend coefficients The range of values isumg 5010° s* y* whereas for
1971-1990 it is only 280°%s*y™.
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SON
Fig. 2. Relative vorticity trend coefficients (xE& y™) for selected periods:1971-2006 — left panel,
1990-2006 — right panel. The rest of the indicasmré Figure 1.

There is a distinct deepening of the minimum valoear Island where the
trend coefficients fall below30-10% s* y* which indicates even higher decrease
in cyclonicity in this area. Marked area of thergase of vorticity in the south-
western part of the area of research denotes titeney to level the differences
in the manner of airflow in the region. There dmoanarked increases of relative
vorticity west of Scandinavian Peninsula which migbnfirm recent ideas of the
shift in atmospheric centres of action in Northaftic (Hilmer 2001).

Seasonal analysis of relative vorticity trend ciogghts spatial variability
confirms the change in the evolution of the airfleystem over the analysed re-
gion. In winter there is a significant shift of thentres of action over the area of
research. in the case 1971-2006 period two mapgasaof the relative vorticity
decrease are apparent in the foreground of théneomt

1990-2006 reveals one well developed centre ofivelaorticity decrease in
the foreground of the continent. Coastline of Eeraelimits the range of this
area relatively well and the interior is dominated the increase of rgt. The
scale of this increase does not match the decse in the foreground of the
continent (they are twice as small).

As it was mentioned before, spring is a peculi@sea of the year during
which values of ZI are low and the general pictofghe airflow might be de-
scribed with the dominance of meridional circulati®Vhat is interesting period
1990-2006 there is a marked decrease of vorti@sr hsland which is accompa-
nied by the increase south of this area. The sulbgeloes not go far from the
whole analysed period however there is a deepenfintgndencies recorded in
1971-2006.
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This is significantly pronounced in the south-westeart of the research area
where the increases of relative vorticity (in thheaausually connected with the
anticyclonal airflow) is twice as fast as in the ol period. Also, near Island
there is a area of decrease of relative vorticity.

In summer (1971-2006) there is a high spatial Wéiig of the tendencies of
the relative vorticity field. In the foreground difie continent marked semi-
isolated areas with significant increase are ptegene could risk the statement
that those are the remnants of the vast vortioitygase area recorded in spring.

In autumn the direction of the vorticity field eutibn indicates an apparent
increase of rof in the foreground of the continent with the valweseeding
1510%s'y™ west of Biscay Bay. The areas of Votlecrease cover Southern Bal-
tic Sea and southern part of the continent. Coraparivith the selected period
(1990-2006) reveals the westward shift of the acéastV increase and the exis-
tence of apparent centre of vorticity increaselsofiisland with the trend coeffi-
cients values over 400% sy, The areas of significant drop of ¥otcoincide
with the coastline of the continent and stretcimfithe Iberian Peninsula through
Biscay Bay, La Manche and further east acrossheonBaltic.

CONCLUSION

Introductory analysis of the stability in the coansf the zonal air flow index
in the Euro-Atlantic region (1971-2006) showed #igant changes in the abso-
lute values as well as tendencies of statisticataitteristics. It is most apparent in
the first years of XXI century when the year-to4yeariability of ZI was strongly
limited. There was also a significant change imdrelirection since the 90-ties.
Values of trend coefficients of ZI were calculafed the sub-period 1990-2006
(with later comparison with 1971-2006). The valeéselative vorticity tenden-
cies were also calculated for the same periods.ahadysis revealed significant
changes in the relative vorticity field evolutiol. can be expected that the
changes in circulation regimes represented by therascale input (zonal circula-
tion index) will substantially modify the shapetbg airflow field in the regional
scale and this might be followed — in the longeretiscale — by the change of
climatic conditions of the area of research.
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INTRODUCTION

Storms are phenomena affecting many aspects ofrhlif@aOne of the method
of storm prediction is the assessment of atmogphetability on the base of wide
range of instability indices. These parameterscatdi whether or not the conditions
are favourable for storm development. Proper piiediof occurrence of storms is
significant for protection of society against isequences.

Bakowski and Bielec-Bkowska (2005) described conditions of occurrence of
some atmospheric hazards like storms, heavy sndvetaong wind in Poland using
some of instability indices. The same authors éBighkowska and Bkowski 2006)
analyzed instability indices during convective ptr@ena occurrence in Warsaw.

Evaluation of instability indices as a tool for gietion of thunderstorms and
showers in Greece was performanced by Mariaaki. (2006). Demest al (2002)
analysed 65 thermodynamical and dynamical indicespfediction of daily rain
amount in Dakar.

The main aim of this study is to describe fourdbdity indices:CAPE, LIFT, Ki
andTT to investigate the relationship between atmospliestability and storm oc-
currence at two meteorological stations locatedNamhern Poland: Szczecin and
Suwatki.

INSTABILITY INDICES

Atmospheric instability is a condition where thenasphere is unstable and
the weather is subject to a high degree of vaitglthrough distance and time. In
unstable conditions, a lifted parcel of air will rmer than the surrounding air
at altitude, less dense and prone to rise fredigrd are two basic forms of at-
mospheric instability: convective instability angnamic instability. Under con-
vective instability the rise of warm air leads e tdevelopment of clouds, preci-
pitation is very possible as well as convectiverato Dynamic instability occurs
through the horizontal movement of air and the maydorces such as the Cori-
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olis force and pressure gradient force. Dynamitinfif and mixing produces
cloud, precipitation and storms.

Convective Available Potential Energy (CAPE) is a measure of the amount of
energy available for convection. CAPE is direc#iated to the maximum potential
vertical speed within an updraft; thus, higher ealindicate greater potential for
severe weather (Tab. 1). CAPE is represented apper air sounding by the area
enclosed between the environmental temperaturdepesid the path of a rising air
parcel, over the layer within which the latter iammer than the former. This area
often is called positive area. The index can baiobt from the formula:

Tow =T )dz 1)
=

ve

&L Ty,
CAPE= gLLFC( =

where: g — gravity force;
LFC — level of free convection;
EL — equilibrium level;
T,p — virtual temperature of lifted parcel;
Tye— Virtual temperature of the environment;
z — altitude.

Table 1. Atmosphere instability on the base of CAPE

index (Enkowsk 2005) High CAPE means storms

will build vertically very quick-

ly. The updraft speed depends on

CAPE (J kg) Instability the CAPE environment. As
0-999 slightly unstable ~ CAPE  increases (especially
above 2500 J kb the hail po-
1000-2500 moderately unstable tantia] increases. An intense
2500-4000 highly unstable  UPdraft often produces an in-
tense downdraft since an intense
> 4000 extremely unstable  ypdraft will condense out a large

amount of moisture. Isolated
regions of very heavy rain are expected when stdoms in a large or extreme
CAPE environment. Storms will only form and the (BRBctualized if the low
level capping inversion is broken.
Lifted Index (LIFT) is a measure of atmospheric instabilitythe atmosfere
up to 500 millibars. It is defined as a rising mictemperature when it reaches
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the 500 millibars level, subtracted from the acteatperature of the environmen-
tal air at 500 mbar.

LIFT =T, - T, )

where:Tsoo — actual temperature of the environment at 500 mb;
T, — temperature of a parcel lifted at 5000 mb.

If the Lifted Index is a large negative number,nthiee parcel will be much
warmer than its surroundings, and will continueise. Thunderstorms are fueled
by strong rising air, thus the Lifted Index is aodomeasurement of the atmos-
phere's potential to produce severe thunderstorats. ).

Table 2. Atmosphere instability on the base of LIFT indBgkowski 2005)

LIFT (°C) instability thunderstorm probability
0to+3 mostly stable conditions thunderstormskayi
0to—3 slightly unstable thunderstorms possible
—3to—6 unstable thunderstorms probable
—6t0—9 highly unstable severe thunderstorms possible
<-9 extremely unstable violent thunderstorms, toreadmssible

The LIFT only assesses instability in one levethaf troposphere. This index
should be used only for warm season convectionT Lif=Fmost relevant in the
warm sector of a mid-latitude cyclone or in a bapic troposphere. LIFT is
worthless when a shallow polar air mass moves tinéoboundary layer and is
usually worthless for forecasting winter precipaat

K Index (KI) is a measure of the thunderstorm potentiab(13) based on vertic-
al temperature lapse rate, moisture content olotlver atmosphere, and the vertical
extent of the moist laser:

Kl = (Tsso_Tso& +Td350_(T7oo_Td70() 3)

where:Tgso— temperature in Celsius at 850 mb,
Ts00— temperature in Celsius at 500 mb,
Tdgso— dew point in Celsius at 850 mb,
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T-00— temperature in Celsius at 700 mb,
Td;00— dewpoint in Celsius at 700 mb.

. The temperature difference be-
Table 3. Probability of thunderstorm occur-

rence on the base of Kl §gowski 2005) tween 850_ mb and 50_0 mb is used to
b - parameterize the vertical temperature
o robability ) .
KI (°C) of thunderstorm (%) lapse rate. The 850 dew point provides
<15 0 information on the moisture content of
15-20 <20 the lower atmqsphere. _The vertical
2125 20-40 extent of'the moist layer is represented
26-30 40-60 by the difference of the 700. mb tgm.-
31-35 60-80 perature and 700 mb dew point. This is
36-40 80-90 ca!led the 7QO mb temperature-dew
> 40 close to 100 point depression.

The Kl has proved useful in indicating the probiapibf air mass thunders-
torms.
Total-TotalsIndex (TTI) is a stability index and severe weather ¢ast tool:

TTI = (Tgsp = Too) + (Tdgs0 = Togo) (4)

where:Tgso— temperature in Celsius at 850 mb,

Ts00 - temperature in Celsius at 500 mb,

Tdgso — dewpoint in Celsius at 850 mb.
Table 4. Convection phenomena occurrence on The Total-Totals Index is the
the base of TTI (Latko and Ziemiaski 2004)  arithmetic sum of two other indices: the
Vertical Totals Index (temperature at

TTH(*C) convection phenomena 850 mp minus temperature at 500 mb)
<43 thunderstorms unlikely and the Cross Totals Index (dew point
44-45 likely thunderstorms at 850 mp minus te_n_qpe_rat_ure at 500

. mb). As with all stability indices there
46-49 isolated severe storms 56 1o magic threshold values, but in
50-55 widely scattered severe  general, values of less than 50 or great-
er than 55 are considered weak and
> 56 scattered severe storms

strong indicators, respectively, of po-
tential severe storm development (Tab. 4).

TTI may not pick up a capping inversion that pragestorms from develop-
ing. Index will be too stable if a layer of moistus just under the 850 mb level.
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Vertical Total Index may be very high and contrésito causing a high TTI even
when moisture is lacking. Index will be too unselih these situations. TTI
works best for flat areas in low to moderate elievast Does not work for high
elevations.

METHODS

Instability indices from two Polish upper air steits (Leba nad Legionowo)
and one German station (Greifswald) are utilizedhis study (Fig. 1). Four
months with the highest number of storms in Szezaad Suwatki are examined
based on the 00.00 and 12.00 UTC radiosonde daitagcihe period 1981-2000.
The exception is Greifswald where sounding dataasaéiable from 1992.

Baltic Sea

| | [ ]
]

[ ]
Legionowa

Fig. 1. Location of upper air station and meteorologit¢atiens

Four described above instability indices were chote divide their value
range into two distinctive classes in which a st@vent is either forecasted or
not forecasted:

« Convective Available Potential Energy (CAPE),

e Lifted Index (LIFT),

¢ Kndex (KI),

e Totals Totals Index (TTI).

Although meteorologists assume that indices ligtedve indicate moderate
or very strong instability when CAPE > 999 J*%4IFT < -3, KI > 25, TTI > 45,
the threshold values may vary according to locaddwmns of particular meteoro-
logical station (Ledtko and Ziemiaski 2004).
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Meteorological stations give the observed infororanf yes or no event. The
objective of this study is to investigate whichemdand where is the most appro-
priate for instability monitoring as well as to inope the thresholds value accu-
racy at meteorological station. To achieve this #imconsistency table (Tab. 5)
is constructed.

Table5. Consistency table (Marinagt al. 2006)

Forecast/Observed Yes No Total
Yes a b a+b
No c d c+d
Total atc b+d atb+c+d

According to Table 5Yule Index (consistency index) is applied given by
equation:

Y = (ad-bc)
Jl(a+b)(b+d)(a+c)(c+d)] ()

The Yule index values range from —1 to 1 where hmaethe best consis-
tency, 0 means no consistency and —1 means codveosesistency. The Yule
index was calculated for each pair of upper aticteand meteorological station.

RESULTS

Mean annual number of stormy days at investigatatibas vary from 17 in
Szczecin to over 20 on Suwalki (Tab. 6). In Szazetdbrms may occur on every
month of the year but the highest probability @ist occurrence appears in both
meteorological stations from May to August. Meamithty number of days with
storm in Szczecin does not exceed 4 while in Suveatkieves values higher than
5, specially in June and July.

The results of research of CAPE threshold inditiad its value for both me-
teorological stations in almost all analysed momshsuch lower than previously
assumed (Tab. 7) and is higher or equal to 300" Jlkgneans that storms may be
predicted even if the convection intensity is wéladdatko and Ziemiaski 2004).
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The best upper air station for storm predictiorsuwaiki is Legionowo (the ex-
ception is May, for this month CAPE derived frompep air sounding in Leba
carried out at 00.00 UTC is better). In the casstofm prediction for Szczecin
the best upper air stations differ in months.

Table 6. Mean annual and monthly number of stormy dayszitz&cin and Suwatki, 1981-2000

Staton Jan Feb Mar Apr May Jun Jul Aug Sep Oct Ndvec Year
Szczecin 02 02 02 10 36 35 38 27 15 032 001 170
Suwalkki 00 00 02 08 43 55 51 35 12 02 0DO 206
Table 7. Evaluation ofCAPE for storm prediction in Northern Poland stations
00.00 UTC May Jun Jul Aug
% Threshold >300 >300 >1000 >300
g Yule Index 0.10 0.17 0.17 0.12
@ Upper Air Station teba Greifswald teba Legionowo
2 Threshold >300 >300 >300 >300
g Yule Index 0.09 0.13 0.25 0.16
? Upper Air Station teba Legionowo Legionowo Legiormow
12.00 UTC May Jun Jul Aug
= Threshold >300 >300 >300 >300
§ Yule Index 0.19 0.51 0.32 0.14
® Upper Air Station Legionowo Greifswald Greifswald Legionowo
< Threshold >300 >300 >300 >300
Té Yule Index 0.29 0.37 0.36 0.27
? Upper Air Station | egionowo Legionowo Legionowo Legionowo

The threshold values of Lifted Index enabling stgrediction in Szczecin

and Suwatki vary but usually are lower in July axeust (Tab. 8). For Suwatki
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the best prediction of storms is derived from upaersoundings carried out in
Legionowo. Storms in Szczecin should be predicedhe base of Lifted Index
from different upper air stations depending onrtimth one investigate.

Table 8. Evaluation oL IFT Index for storm prediction in Northern Poland stations

00.00 UTC May Jun Jul Aug
< Threshold <0 <0 <-3 <-1
O
(0]
§ Yule Index 0.17 0.32 0.20 0.12
n
Upper Air Station teba Greifswald teba teba/ Legioo
2 Threshold <0 <0 <0 <0
3
s Yule Index 0.20 0.21 0.29 0.21
n
Upper Air Station Legionowo Legionowo Legionowo iemowo
12.00 UTC May Jun Jul Aug
= Threshold <0 <0 <-1 <-1
ot
3 Yule Index 0.19 0.52 0.38 0.16
n . . ) ) ) ]
Upper Air Station  t epa/ Legionowo  Greifswald  Greifswald Legionowo
n Threshold <0 <0 <-1 <-1
X
FS
= YulelIndex 0.39 0.34 0.41 0.27
n . .
Upper Air Station Legionowo Legionowo  Legionowo Legionowo

The threshold values of K Index predicting stornboth meteorological sta-
tions vary according to the month (Tab. 9). Thet hgxper air station for storm
prediction on the base of K Index in Szczecin igifSwald while prediction of
storms in Suwatki should be made on the base ofmupjp soundings from Le-
gionowo or teba.

Application of Total Total Index for storm predioti shows that in case of
Szczecin the best station for storm forecast isf&vald and in case of Suwatki —
Legionowo (Tab. 10). The threshold values of Tdtalal Index enabling storm
prediction is in almost all months not lower thamfdér both meteorological sta-
tions.
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Table 9. Evaluation oK Index for storm prediction in Northern Poland stations

00.00 UTC May Jun Jul Aug

% Threshold >25 >25 >25 >25

§ Yule Index 0.31 0.29 0.13 0.16

@ Upper Air Station Greifswald Greifswald Greifswald Greifswald

< Threshold =25 >30 >30 >25

%5 Yule Index 0.31 0.29 0.25 0.22

@ Upper Air Station teba Legionowo Legionowo tebaglommowo
12.00 UTC May Jun Jul Aug

£ Threshold >20 >30 >25 >30

§ Yule Index 0.40 0.39 0.36 0.25

@ Upper Air Station  Greifswald ~ Greifswald Greifswald teba

2 Threshold > 25 > 25 >30 > 20

g Yule Index 0.40 0.38 0.32 0.19

@ Upper Air Station teba Legionowo Legionowo  teba/ Greifswald

Table 10. Evaluation ofTTI for storm prediction in Northern Poland stations

00.00 UTC May Jun Jul Aug

g Threshold >45 >45 >43 >45

E Yule Index 0.31 0.28 0.19 0.16

@ Upper Air Station Greifswald Greifswald Greifswald  Greifswald

'z Threshold >45 >45 >45 >45

_%5 Yule Index 0.24 0.26 0.23 0.20

@ Upper Air Station Legionowo Legionowo Legionowo iegowo
12.00 UTC May Jun Jul Aug

% Threshold >45 >45 >45 >45

§ Yule Index 0.36 0.36 0.28 0.22

@ Upper Air Station  Greifswald Greifswald Greifswald Greifswald

g Threshold >45 >45 >45 >45

Tg“ Yule Index 0.24 0.29 0.29 0.26

@ Upper Air Station Legionowo Legionowo Legionowo Legionowo
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CONCLUSIONS

In this study, four instability indices were testedimprove storm prediction
in Northern Poland. The author tried to find oneegimold and upper air station
that fits better to Yule criterion. The conclusiars:

1. The best upper air station for storm forecast iw&ki is Legionowo, for
Szczecin it is Greifswald or in some months teba.

2. 12.00 UTC atmospheric soundings represent conmeptienomena bet-
ter than 00.00 UTC soundings.

3. Threshold values for each analysed instability inddfer according to
month, especially K index.

4. K Index seems to be the best instability prediatepecially when utilised
for storm forecast. This conclusion refers to boiteorological stations located
in Northern Poland.

An ideal index should delineate space-time domainghich the forecast
event occurs and outside which the forecast evess dot occur. This is hard to
achieve when conditional probability of storm oceunce in moderate or large
instability conditions rarely exceeds 50% (Bieleg«®vska and Bkowski 2006).
Thus when forecasting storms and other convectiampmena several instability
indices should be analysed together. The resultisi®investigation may be use-
ful in this process.
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INTRODUCTION

During the past thirty years there has been akbreaugh in the research
regarding mass and energy exchange between thesgtere and surfaces of
various ecosystems. It was a result of an enorrteximical progress in the area
of measurement as well as gathering and proceskitegy This progress contri-
buted to creating completely new measuring toath st quick gas analyzers and
anemometers. The access to these tools made ibleoss apply Eddy Cova-
riance method in micrometeorological research olarge scale (Eddy Cova-
riance, EC). This method allows the researchedetd with the issues of global
changes to establish the dynamics of,@@d HO exchange between ecosystems
and the atmosphere. Such research helps to unuistav the increasing con-
centration of greenhouse gases, air pollution drahging meteorological condi-
tions influence or may influence, the intensitytioé exchange of both mass and
energy, which takes place on the surfaces of varemosystems (Olejnik988,
Olejnik and Kedziora1991). This research lays rational bases for ergdikely
projections of future fate of these ecosystems.sé&lsenarios give rational ar-
guments when making decisions regarding the managfeai natural resources
and climate protection.

The task undertaken by many scientists during peats was to gather as
many data as possible as far as the fluxes of, gD and sensible heat ex-
changed by various land ecosystems and the atmmespine concerned. These
data are indispensable for parametrization of warimathematical models ad-
justed to the local scale (Olejrnik al. 2001a and 2001b, Owen al 2007), which
allow for different scenarios of climate changeq@®2007).

Because of the innovative character of the measeme technique which is
Eddy Covariance method, this method is still beimgroved. It causes some
difficulty in finding methodology that would be darm in every respect. General
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assumptions of the methodology are uniform, howekiere are many aspects,
such as some improvements or data quality testshadiie frequent subject of
disputes published in professional magazines.

The authors of the following study want to pregéeir point of view regard-
ing the application of the Eddy Covariance methdte applied methodology is
based on many years of theoretical studies and eigbt years of experience in
using Eddy Covariance method.

EDDY COVARIANCE METHOD
Micrometeor ological measur ements

Micometeorology is a branch of science which fesusn the part of the at-
mosphere which is close to the earth surface aridhwitas direct contact with it.
This surface is often called activeedkioral1999). It is from several to a dozen
or so kilometers high (Aurela005) and it is known as the boundary layer (Stull
1988). It is defined as a part of the troposphet@ch, after a several-hour time
distance, influences directly the earth surface thedother way round. The inte-
raction between the active surface and the bourldgey is based most of all on
two phenomena which occur in the air: the influentearefied air and the fric-
tion that takes place between the earth surfaceharidontally moving air, both
these phenomena cause eddies in the air, the Ied ¢aibulence. These move-
ments are the main mechanism of flux of the enargymatter (e.g. water steam,
carbon dioxide), between the active surface anctimesphere.

In the lower level of the boundary layer the flax@ mass and energy fluc-
tuate inconspicuously with height. This layer i®at10% of the height of the
whole boundary layer (Aurel2005) and is called theéeveloped boundary layer
(Kedziora1999) or the surface boundary layer (Baldoc2dd3). The tools for
measuring mass and energy fluxes, in the case ey amethod used, must be
located exactly in this layer, if we want to obta@presentative results. This issue
was discussed more broadly in the next chapter.

Eddy Covariance method (Eddy Covariance, EC)ésothe that has been par-
ticularly well developed among all the measuremmethods applied to assess
mass and energy flux between the active surfacerendtmosphere. This method
has been known for a long time since the creatitsaheoretical bases is thought
to be Sir O. Reynolds (Baldocchi 2003, Reynolds5)8Blowever, high technical
requirements of this method caused that many attetopimplement it were not
satisfying or limited to the measurement of the fifi sensible heat (H) (e.g. Swin-
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bank1951). Only the current developments in computeamnse and miniaturiza-
tion of spectroscopic techniques allowed using E@dyariance method in field
research to measure mass and energy fluxes.

The first successful attempt to apply EC methodnducontinuous, all-year-
round measurements of the £&hd HO exchange was made only about 20 years
ago at Harvard University (Wofsst al. 1993). For the past 20 years EC tech-
nique has been widely implemented, particularlyhim USA, and also in Canada
and other countries in the Western Europe. Thisngg research accelerated the
development of the EC method and led to its widegghimplementation by more
and more research teams all over the world.

The EC technique has been successfully used by regearchers investigat-
ing the exchange of carbon dioxide and heat balahagrious active surfaces
such as e.g.: an oak forest in Tennessee (BaldaodNeyers1991), aspen bo-
real forest in Canada (Blaak al. 1996,2000), subpolar ecosystems in Sweden
and Finland (Aurel®2005), farming areas (J6zefczyk 2005), peat bodpdbiak
2006), a forest in Poland (Urbaniakal. 2010).

Eddy Covariance method

In order to illustrate in a simple way what unaelthe steady state mass and
energy fluxes in a well-developed boundary layeraih be compared to a con-
tainer full of water which is simultaneously dripgiout and poured into the con-
tainer. It is obvious that in order to maintain gteady level of water in the con-
tainer the incoming and outgoing flux must me thens. Thus, it is enough to
measure one of them in order to obtain the valubebther. In other words if we
want to measure e.g. GAux exchanged between the ecosystem and the atmos
phere, it is sufficient to measure the flux in groint of the developed boundary
layer where the value of this flux does not flutdusvith height and at a certain
time. The law of conservation of mass applies l&teela2005, Baldocch?003,
Stull 1988).

Mathematical notation of the mass conservationf@avecarbon dioxide fluxes
can be presented as in the formula 1 (Baldo20®3). It states as follows: the
sum of the changes in the carbon dioxide concenitrgt averaged in timé (ex-
pression I) and horizontal advection (expressigratid vertical mass flux (ex-
pression lll), are balanced by the sum of divergewiccarbon dioxide flux in the
following directions: longitudinal (x) latitudindly) (expression IV) and vertical



181

(z) (expression V), as well as by biological sour€earbon dioxide (§ (expres-
sion VI) and soil respiration (expression VII):

0. —0p. -0p. —0p. oF
%+u%+v%+wgz——y+£+a|:z+ss (xy.z)-F,(0)

ot 0x oy 0z dy Ox o0z (1)
—— —_— — —— —— [ — —_—

| Il [} \Y \Y VI W

In the equation 1,u,v andv are the components of the welocity vector
averaged in certain time, in the directions x, g amespectively.

The EC technique requires some introductory assangto obtain repre-
sentative estimated values of the fluxes. Theastatity of the measured fluxes
(the quantity of the flux does not fluctuate wittme) as well as the homogeneity
of the surface over which the measurements areucted are assumed (the prob-
lem will be discussed more broadly further. In sidgal conditions the value of |
expression from the equation 1 equals zero (lhéssb called storage). Addition-
ally, in flat, horizontal, uniform area, the honral adequacy equals zero and
might be neglected (expression Il). It is also kndwat the average speed of the
vertical component of wind velocity vector is vesyall, which leads to the poss-
ible assumption that vertical mass flux can be &gl#o zero (expression lll).
Given such conditions the horizontal divergencesthef flux, oF /dx and
oF, /9y in the expression IV equal zero. Assuming the abdthe equation of
mass and energy conservation (equation 1) is diegblto the balance between
the vertical divergence of carbon dioxide flux (eegsion V), and its biological
source §, (expression VI) and soil source (expression VWgnce the equation
1 can be expressed in the following way:

oF,
0z

=-s, +F,(0) )

By the integration of the equation 2 in relationtlie height, one obtains the
equation combining the average density of the s&rflux, measured at a certain
height over the plant surface(lR), with the net quantity of the density of thesma
fluxes which come in and out from the layer of dgihg beneath KO) and the
vegetative layer:

Fz(h):Fz(O)—TSB(Z) dz ©)
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In practice using the equation 3 and the Eddy Ganee method (EC), it has
become possible to estimate the net flux of anyasaantity (not only Cg),
exchanged between the active surface and the altrmaspBaldocchR003, Bal-
docchiet al 2001a).

As it has been mentioned before, some turbulemosdéng the air up or down
occur in the surface boundary layer. Trace gasds &sl carbon dioxide are moved
together with the air. Applying sensors which reggtropriately fast and which are
required by the EC method, enabled measuremerte afirection and velocity of
these air turbulences and together with them tineastration of gases. Thanks to
an extremely short time constant of the sensors imsthis method, measurements
at a rate of several readings per second becarslaoé-ig. 1), and the most fre-
quent applied rates of data sampling are in thgeraf 10 to 20 Hz.

Such rate of sampling it is makes it possible teasure high-frequency
changes occurring in the density of gases undeiarel, as well as air tempera-
ture and wind velocity (e.g. Andersd®84, Baldocchit al. 2001b). With such
fast measurement rate it becomes viable to ca&utdaal net flux of any scalar
quantity (e.g. mass or energy) using the equatiopgsed by Swibank (Swin-
bank1951):

F=wip (4)

where:

F —flux of scalar quantity (energy (W fhor massjgmol m?s™)),

w —vertical component of wind velocity vector (M)s

p—scalar quantity (temperatura (K) for energy or dgraf the substance

(umol m?®) for gases),
~ +his symbol denotes the average quanity in time.

One of the crucial issues when applying the Eddyatiance method is the
averaging time of the obtained results of measunésn@ oo short averaging time
leads to understating the energy or mass fluxtdins from the fact that the
changes in the studied parameters moved by biggeulence eddies, having the
diameter of several to several dozen meters, arsmaasured because the time of
their passing through the sensor is longer thamtlegaging time. On the other
hand, too long averaging tinef the measured data often fails to meet the re-
quirement criteria of the flux stationarity (e.gotbig fluctuations in temperature)
and averages the measured fluxes in too long pefiticthe. Most authors of the
studies devoted to mass and energy exchange arestdd in the dynamics of
fluctuations of particular fluxes during the dayt n their average from several
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hours of measurement or daily average. Takingabwere into consideration and
accounting for the experience acquired so far bpymasearchers using the EC
method, the suggested time after which the measmmsnshould be averaged
fluctuates between 30 and 60 minutes (Aubatedl 2000). Only in the specific

cases it is prolonged to several hours. Such speamke is nighttime, when the
turbulence weakens, and the surface boundary iaykminated by big eddies.

9 (mmol mol'l)

-1
HZO (mol mol™) co

Fig. 1. Hypothetical course of the vertical component afdwelocity vector (upper graph), carbon
dioxide concentration (middle graph), water vaponaentration (lower graph), in the ten-second
measurement conducted at the frequency of 40 Hztl{@®basis of own measurements)

In practice the above mentioned fluxes are caledly means of a modified
formula 4. Modification means here conducting tbecalled Reynolds decompo-
sition (Arayal988,Baldocchiet al 1999,Reynolds1895) which assumes that at
any moment during the averaging time period, flattans of the vertical compo-
nent of wind velocity vector (w) can be describsdaasum of averaged wA( )
and instant deviation from w (w’). This idea isudtrated by Figur@, whereas

mathematical notation has been presented in theufars.
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Fig. 2. Reynolds Decomposition for the vertical componeinwimd velocity (w). red polygonal
chain symbolizes measurement signal. Black dasinedslhows a certain average in time (t) from
the measured values. Vertical arrowhead line stadesration from the average (w').

W=w+w )(5
where:
W _instant quantity of the vertical component of wiredocity vector (m$),

W_ average quantity of the vertical component of wietbcity vector (m$),

W -instant fluctuation of the vertical component ohdivelocity vector from the
average quantity (m3.

Similar operations can be done for the scalar tigyafe.g. CQ, H,O or T),
which later on are substituted in the formula 4 #redfollowing is obtained:

\ £ \ g \

F=(w+w)p+p)=(wp+wp+wp+w )=
=W ptwp +wW p+w g
I T

(6)
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Since, as it stems from calculations, the avepgmntity of the fluctuations
from the average from each data sample equal3W=0> 0 =0 thu$,the ex-
pressions Il and Ill in the equation 6 equal 0 #relformula is simplified as fol-
lows:

F=wp+wp (7)

—— —
| 1l

As follows from the equation 7 total vertical flok each scalar quantity is the
sum of the average vertical of mass flux (parany turbulence flux (part I1)
(Moncrieff et al. 1997, Webbet al. 1980). The second part of the equation 7 is
nothing else but the covariance of the vertical ponent of wind velocity vector
and the scalar quantity whose flux we are intetesie- hence the name of the
measurement method. This part determines the awesrage of the product of
momentary fluctuations of the vertical componentwifd velocity vector and
scalar quantity from their average and describgsutent exchange of mass and
energy between the active surface and the atmasphke first part of the equa-
tion 7 is the so called mass flux caused by hota@omot zero, component of
wind velocity. As it has been mentioned earlieg biiggest part of total mass and
energy exchange between the active surface anatti@sphere occurs thanks to
turbulence. However ignoring mass flux in estimatthese fluxes is in some
cases a source of serious mistakes, e.g. indicafi@0O, absorption by the sur-
faces completely devoid of vegetation. Explanatibthis problem is described in
further text.

Eddy Covariance method in practice
Correction of flux quantity dueto air density changes

Flux measurements with the application of the E@dyariance method are
based on the measurements of fluctuations of thca&k component of wind
velocity vector and scalar quantity fluctuationgtswas air temperature, carbon
dioxide concentration or water vapor (Baldoc2b03).

Currently the measuring kit used for Eddy Covareamethod consists of two
basic tools: ultrasound anemometer and spectragds analyzer. The first can
be used to measure the fluctuations of the vertioatiponent of wind velocity
vector and air temperature ((M)sand (°C) respectively), whereas the latter fluc-
tuations of water vapor and carbon dioxide conedioins expressed in mol densi-
ty units (mmol ri¥). Unfortunately the measurement results express#ds unit
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are the source of difficulty when it comes to cdtng gas fluxes, because the
changes in mol density occur not only as a redulhareasing or decreasing the
number of molecules of these gases in a densitybumiare also a result of fluc-
tuation in temperature, pressure and humidity o&siit occurs in the free atmos-
phere (Baldocch2003).

Additionally, the fluctuations of the atmosphesit resulting from the tem-
perature changes and water vapor concentratiorgelaran be the reason that the
average quantity of the vertical wind velocity does equal zero\v , in the equ-
ation 7). For example a situation can be considareghich we have a positive
value of sensible heat flux (H). The part of aing upwards is in this case war-
mer and has lower density that the air simultanigogsing downwards. If we
assume that the amount of the mass exchanged letwedevels of the surface
boundary layer is the same, then an average quamtit which is above zero
must occur. However, this quantity is small, abbutm §' and currently none of
the widely used anemometers is able to measure it.

Additionally, it should be mentioned that the aag® concentration of carbon
dioxide in the atmospheric air is so small thaflitsstuations do not influence the
change in air density. Therefore, the flux of Cf@lated to the average vertical
component of wind velocity, is impossible to bareated by means of the formu-
la 7. In practice instead of using mol density siit calculate C&and HO flux-
es, the so called mixing ratio is used, or the abuentioned ratios are considered
in more extended formulas which are described apthmed below.

Taking the above into consideratidebb and his team (Weldi al 1980)
proposed two ways of calculating the fluxes of carldioxide and water vapor.
Both ways are correct and the results obtained wiserg them are quite similar.
The authors base on two assumptions. Firstly, leeage vertical wind velocity
may play an important role and secondly, vertikat bf dry air equals zero:

wp, =0 ®

The first assumption was empirically proved by hiag and his coworkers
(Leuning et al. 1982). They measured carbon dioxide fluxes ovar dry field
completely devoid of vegetation. After calculati@@. flux from the formula 7, it
turned out that it is directed towards the activdace (similarly as during photo-
synthesis which was impossible to occur in thispa#¥/hereas the quantities of
CGO, flux calculated by means of assumptions and foaswsluggested by Webb
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and his co-workers (Webét al. 1980) were close to 0. Thus, the assumptions
suggested by this team of researchers and desdrédbed proved right.
Basing on the two given assumptions Welblal (1980) introduced the fol-
lowing formulas:
— for calculating Cflux

F.=p,Ws (9)

where:
Fe—CO; flux (g m*s?),1
P.—averege density of dry air (g
w'—fluctuation of the component of vertical wind veatgqm s%),
s' —fluctuation of mixing ratio CO2 (g9, s =pdJpa Wherep, stands for C®
density in dry air (g ).

— for calculating HO flux:

E=pwr (10)
where :

E —flux of H,O (g ni* s?),
r' — fluctuation of mixing ratio HO (g g"), r = pvp. , wherep, stands for KO
density in dry air (g ).

When applying the formulas 9 and 10 to calcula® @nd HO fluxes high-
rate data regarding the ratios of mixing of botlsegaare required. Sometimes
obtaining such data is hard because the measurgmwikeair temperature fluctua-
tions conducted exactly in the place of measuring@, and HO density fluctu-
ations are needed in order to calculate them. &ttjme high-rate temperature
measurements are obtained by using an ultrasousmmi@neter which is distant
from a gas analyzer by about 40-50 cm. This carm lzamegative impact on the
quality of measurements, particularly when they @vaducted over less rough
surfaces where small turbulent eddies dominaten Bhgroblem arises if the tem-
perature measured this way is the temperatureeohithpassing simultaneously
through the gas analyzer? Additional difficultyapplying the formulas 9 and 10

YIn order to receive carbon dioxide flux in mol wrinol m? s?) the obtained result should be
divided by molecular mass of GOn.= 44.01 g mot.

2In order to present the quantity of water vapok filu energy units, the obtained result flux to be
multiplied by latent heat of water evaporation 2448 J ¢
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is the necessity of conducting high-rate measuré&nehair pressure, therefore
these formulas are applied very cautiously.

Next set of formulas for calculating G@nd HO fluxes proposed by Webb
and co-workers (Weblet al. 1980), bases on the relation between molecular
masses of air and water vapor. These formulas ealeboted as follows:

— for calculating C®fluxes:

L &w P, +(1+pvmaJp°WT’ (11)

where:

w’ —fluctuation the component of vertical wind velodfty s%),
0. —density of carbon dioxide in dry air (g3

0. —fluctuation of carbon dioxide density (g3n

0, —dry air density (g i),

o, —water vapor density in dry air (g

m,~ molecular air mass (g mb),
m,” molecular water vapor mass (g mpl

T —air temperature (K),
T —air temperature fluctuation (K).
— for calculating kD fluxes:

E= [1+ map"j(v\/ o, + p"V\/'I"j (12)
m, p, T
where:

E —water vapor flux density (g frs?).
In the case of sensible heat the formula is esgae as follows:

H=cpwT (13)
where:

H—heat flux quantity (W rf),

P —average air density{ + p,) (g m°),
c,— specific heat of air at constant volume {(Xg),
T — temperature fluctuations (K).
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The above formulas 11, 12 and are most frequersthd in the Eddy Cova-
riance method, particularly when using an open-mathlyzer. Applying the
formulas 9 and 10 for calculating G@nd HO fluxes gives almost identical
results, however it requires a calculation, ordredt measurement of the mixing
ratio of both gases.

Under stating of the covariance quantity by spatial separation
of the sensors

Although the sizes and shapes of two main senss®d for the Eddy Cova-
riance method (anemometer and gas analyzer) atestadj so that they only
minimally interfere with turbulence of the air ggithrough them, at present it
is impossible to sample the same portion of airusiameously by both sensors.
The distance between the sensors is about 0.4 nslaotening it may lead to
serious interference in the air turbulence (thduarice of one sensor on the
other). The necessity of keeping spatial distaretevéen the two main tools in
the Eddy Covariance method poses another problemefearchers connected
with calculations of gas fluxes. Depending on widbcity the same portion of
air is sampled by both sensors with a certain &hiftme (at higher wind veloci-
ty this time is shortened). Moore noticed (Moore8@Pthat calculated cova-
riance e.gW p.' , is sometimes understated becauseahgreed portion of the air
passes first through one sensor and after a wWind@dgh the other. This situation

4

w (m s'l)

pe@m?)

t(s)

Fig. 3. A diagram illustrating the idea of moving measueatseries against one another in order to
obtain maximum covariance. Symhat means the movement in time of data populatipgd
against population ,w”, which is necessary to fteaduced
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causes that the covariance from both sensors etécubirectly from the spec-
trums of the obtained data is understated, padituht low wind velocity. The
problem was solved by moving the measurement siriedation to each other
to the right or to the left, depending on the waficection (the wind direction
determines which of the measuring tools will sarmple air first) (Fig. 3). The
movement of me asurement series in time occursnattoally by means of
special software.

Measurement series are moved in relation to omehan until the highest
quantity of their covariance is obtained. And thmaximum covariance is used
to calculate fluxes of gases exchanged betweeradtiee surface and the at-
mosphere.

Under statement of the flux quantities during windless nights

When conducting measurements in the surface boyndger the meteoro-
logical conditions are not always perfect for using Eddy Covariance method.
Then during gas fluxes measurements the emphasliadsd on these elements of
the equation 1 which usually come close to zerdl,(I)I and IV). This problem
occurs most often at nighttime when the wind veyodirops dramatically (Katul
et al. 2004, Lee et al 1996). Under the circumstances, correct assessménts
mass and energy fluxes, and particularly,@0Ox become especially difficult. It
is because during windless nights turbulent mixdngps down or becomes still.
Carbon dioxide which is a product of both soil arsdjetation respiration being
heavier than air gathers in the space betweendfetative layer and the sensors
located a few meters above this layer. Additionalihien the measurements are
conducted in the area with a significant tilt, acarldioxide may slide on the sur-
face of the ground as a result of gravitation aildnet be noticed by the measur-
ing tools at all (Pavet al 2000). The situation is slightly better when thease-
ing tools are located over flat surfaces. After imdkess night when the wind
grows in the morning and turbulence together witthie sudden and momentary
surge in CQ flux is observed (Aurel2005, Massmanand Lee 2002). For such
reasons, scientists applying the Eddy Covarianctéhadeoften observe unders-
tatement in the quantity of the night carbon diexildix (Blacket al 1996, 2000,
Lindroth et al. 1998, Valentiniet al 2000). Currently the most widespread prac-
tice, which makes solving this problem possibléhis so called filtering of night
measurements. This procedure is based on analynpnegof the parameters
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which describes the current conditions of turbulexthange in the atmosphere.
This parameter is the so called friction velociiy)(

The formula to calculate friction velocity can bepressed as follows (O&A
RUA User Manual 2004):

u* = [Tw(2sin? @ -1)+(I"> ~w? )sin® cos® (14)

where:

u* — friction velocity (m &Y,

| — fluctuations in the horizontal wind velocity (x, §h sb),

w’—fluctuation” s in the vertical wind velocity (s

@—angle of tilting of the wind vector against thehvatizontaltical surface (°).
The quantities w” and | are measured by an ulirad@nemometer.

A certain threshold quantity of the friction veltycis assumed below which
the Eddy Covariance method cannot be used. Theumsaents conducted at
times when u* quantity is too low (lack of self-Baient turbulence) are rejected
from the data collections of calculated mass aretgnfluxes treating them as
inaccurate. The gaps created this way in the deledata of given fluxes e.g.
CGO, (night respiration), are filled with the quantitiealculated on the basis of
experimental functions. One of the frequently usethe empirical relation be-
tween the quantity of respiration and the surfacaiotemperature (Lloyd and
Taylor 1994). Some authors bridge the gaps in the datactiohs of given C®
fluxes by substituting the quantities of fluxes swwa&d during windy nights over
the same ecosystem in similar meteorological candit (this data may come
from several nights preceding or following the weass night) (J6zefczyR005).

Critical quantity of the friction velocity, abowghich the flux quantities of
carbon dioxide obtained by means of the Eddy Canag method can be as-
sumed as correct is not a universal value and dispen the roughness of the
surface and meteorological conditions, in the lightmany publications, this
quantity is within the range of 0.1 to 0.6 th®.g. BaldocchR003). One of the
methods of calculating the threshold quantity adtion velocity characteristic for
a given ecosystem is the analysis of a graphiidltisg the correlation between €O
flux and friction velocity (E= f( u*)) (MassmarandLee 2002, Blacket al 1996,
Lindroth et al 1998, Aubinetet al 2000, Falge et al 2001). Using data from
a longer measurement series one can obtain tlmvfolj correlation (F= f( u*)),
and the graph created in this way may illustratenfbich u* value the quantity of
the flux ceases to grow (it ceases to depend onHd)vever, this visual method
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for finding minimal u* value which allows using tlieddy Covariance method is
relatively subjective and may hamper comparingrésilts of CQ fluxes mea-
surements conducted over various ecosystems. Diney&u and his co-workers
(Guet al 2005) suggested statistical and, to a certaiengxtiniversal method of
calculating threshold quantity of friction velocifu*y), above which the Eddy
Covariance method can be used preserving the popadity of carbon dioxide
measurements. This method is based on internate@ath for ut. quantity. At
first u* quantities are assigned tg guantities measured at the same time (these
are exclusively nighttime measurements). Subselguhiet measured quantities of F
fluxes are normalized by means of the quantitiethisfflux calculated using one of
the empirical models of respiration (e.g. Lloyd araylor 1994). Thus, the created
sample from the data of normalized quantities db@a dioxide flux is ranked in the
growing manner. Next step is to create two sanipies the data created in this way.

15
— 10+ .
‘n
o .
S L
5 ° 1
S
3_ ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
LLO |
Threshold u, =0.15
5t L w
0 0.5 1 1.5
u* (m s'l)

Fig. 4. The dependence of the quantity @fflex measured at night in Rzecin on the frictiotoeé
ty (u*), for the months from June to August 2004eTupper dotted line shows the averagquan-
tity calculated on the basis of the quantities mesd above u* = 0.15 m'd_ower line shows F
quantity at the threshold quantity of u*
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The first sample is the so called ‘moving windae@htaining certain segment
from all quantities of normalized. Huxes The other sample consists of all quanti-
ties in a given database and it is the so callef@rential sample’. Another step is
comparing the averages from both samples, whicdloie by means of t — test of
zero hypothesis: HO: Fem Fr, where Fm stands for an average from a ‘moving
window’, and Fr an average from the referential glamif zero hypothesis is not
confirmed, the ‘moving window’ is moved higher atitk values above it are
excluded from the referential sample. ‘Moving wimdas moved along the refe-
rential sample until zero hypothesis is confirmedoathe last element of the refe-
rential sample. If zero hypothesis has been cosefirna median from u* quanti-
ties ascribed to normalized flux quantities in tm@ving window’ is calculated.
This is the threshold quantity of the friction vely (u*y,), above which the Eddy
Covariance method gives accurate results.

Figure 4 presents hypothetical graph illustratihg dependence of carbon
dioxide flux (R) on friction velocity (u*).

Rotation of coordinate system

Theoretical assumptions for the Eddy Covariancthatkproject locating an
ultrasound anemometer over a horizontal flat ayeapotentially perpendicularly.
In practice these requirements are very difficoltrteet. Most often the measure-
ments are conducted on smaller or bigger slopeslyraan we also ensure ideally
vertically located sensor, which may tilt from thertical line with time and with
the changes of meteorological conditions. It resudtregistration of a non-zero
average of the vertical component of wind velogigtor (during a half-an-hour
averaging periodw should equal 0). This problersdlved by rotation of the
coordinate system of the anemometer, by applyingmoropriate computer pro-
gram so that the projections of vector resultaritsviod velocity on both axes
(one vertical z and one horizontal y) of the radateordinate system equaled O.
Most often the so called double rotation aroundviidical ax z is used and thus,
obtaining v = 0 and around y ax, thus obtaining = 0. The rotation is con-
ducted at every averaging time e.g. 30 min. In sa@ks one can come across
the so called triple rotation (one additional am@annew ax 22’), as a result of
which a zero value of the productiV =0 is obtained (i.e. horizontal cova-
riances of the horizontal components of wind veéloeiector u and v) (Aurela
2005, Baldocchet al. 1998, Massman ardee 2002, Tannerand Thurtell 1969).
Such procedure conducted by a computer program fosexdlculating mass and
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energy fluxes, solves the problem of non-zero qtyaat the vertical component
of wind velocity vector measured by the anemometer.

Spatial representation of mass and ener gy fluxes

Besides technical problems presented above cathedth using the Eddy
Covariance method, and being quite easy to solvapipyying certain procedures
in the calculating software, there is still oneataliproblem about using the Eddy
Covariance method in field conditions. This problewolves proper location of
the measuring tower in the studied ecosystem appepradjustment of the height
at which the sensors applied in the Eddy Covariane¢hod are located. Ideal
solution would be placing the measuring tower i thiddle of a very big homo-
genous area and these sensors should be placedhiglit above the active sur-
face so that the signal registered by them wasackexistic for the surface of the
studied ecosystem. On one hand, the higher th@sease placed the better cha-
racteristics of the studied area is obtained froenaveraged measuring signal. On
the other hand, however, it involves higher requeats in terms of the size of
the studied area (when the sensors are locatechhigle the active surface the fetch
may reach hundreds of meters or kilometers). larabtonditions these requirements
are difficult to fulfill because it is hard to firgkveral hundred hectares of a homo-
genous and flat area, especially in the Europdtan patchy, structure of land use.
A solution to this problem might be placing thess®s lower above the active surface
which pertains the risk of obtaining results whigitl not be representative for the
whole studied area (these sensors ‘see’ the digmaltoo small a surface), and si-
multaneously they are too close to a boundary gqihewi layer which is not fully
developed in terms of turbulence. For these redssiose making a decision regard-
ing the location of measurement tower and its higibb researchers often conduct an
analysis of the examined area considering its gaeodic conditions. In order to do
this they use mathematical models simulating tB&iblution of measuring signals in
various meteorological conditions and at variouangties of energy fluxes ex-
changed between the studied ecosystem and thepdienes

As it has been mentioned, the measurements cadlatta certain height
over the active surface should be representativeafgiven area. Because the
measurements are rarely conducted in the idealittmmsl described above, over
vast flat areas it is necessary to estimate théaspapresentation of measured
quantities. The probable source of air sample whpadses through the measuring
sensors is estimated (or the way through whichatheeached the sensor). This
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allows to assess to what extent the measured vaheelated to the studied ac-
tive surface and are representative (Sch2@igl2). Model studies showed that the
area of the field around the sensor from which shbsequent air samples are
taken assumes the shape of a footprint. Thereiffori@ternational literature it is
called ‘footprint’ (Finnet al. 1996, Gast986, Leclercand Thurtell1990, Joze-
faczyk 2005). Size and shape of the footprint depend erhdight of placing the
sensors over the active surface, its aerodynamacacteristics (roughness and
leaves), and on the current dynamic propertieh®fatmosphere (velocity, wind
direction and the state of thermodynamic balandbeftmosphere).
There are several methods of estimating the gigedfootprint which can be
divided into two groups:
(1) Analytical solutions of two-dimensional equation adequacy-diffusion
(Horst2001, HorsiandWeil 1992, KormanrandMeixner 2001, Pasquill
1972, Schmid.994, Schueppt al. 1990).

(2) three-dimensional stochastic model of Lagrangiapatdsion (reverse trajec-
tories) (Flesci1996, Kljunet al 2002,2003,LeclercandThurtell 1990).

The first group of methods proposing analyticdlisons, despite its elegance
and cohesion has certain limitations caused byirthkility to use them among
vegetation. The second group of methods, Lagrarmgfachastic models is more
versatile and may be used within the complexesaoious surfaces, as well as
over them. These methods in many cases describprditesses of diffusion in
a better way; however, it is necessary to remenfizgrsuch a single simulation in
certain conditions does not account for any gradhahges in the properties of
the studied ecosystem (e.g. plant growth). Basichlbth vertical dispersion (by
turbulence) and horizontal going along the winckdion (by horizontal adequa-
cy) is in this method simulated numerically by cddt¢ing Lagrangian trajectories
for hundreds thousands of “marked” air samplesefdayk 2005, Leclercet al
2003). Figure 5 illustrates an example of a sitealdhree-dimensional view of
a footprint obtained by means of Lagrangian stadhasodel.

The footprint changes in size with time. It depentbstly on the wind direc-
tion and velocity. So its estimation should be eaandd for various conditions. It
is particularly important for the measurements cabeld on small areas and in
the places where the measuring system was instafietie border between two
surfaces (e.g. an arable field and a meadow). A&tteducting the measurements
in a certain area it is possible to define morauestely the area footprint, in rela-
tion to what has been presented in Figure 5. Irerotd do this, the analytical
model of Kormann and Meixnavas used (KormanandMeixner 2001), which
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gives very close results to the stochastic modekwérsed Lagrangian trajecto-
ries, over a vegetative surface, and is much sinmplée applied (Kljuret al
2003). Hypothetical results are illustrated in Fey6.

Sensor

Fig. 5. Three-dimensional picture of the footprint obtdiri® means of Lagrangian stochastic model
(dotted lines symbolize the boundaries of the aphese part which contains the trajectories of air
which reaches the sensor) (Kljahal.2002)
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Fig. 6. Estimated footprint areas for 2004 by means ofyéinal method. Grey ellipse shows night-
time (windless periods), black one — daytime cdadg with good turbulence). Grey point and a
black point indicate the place of the highest iaflue on the measuring kit, for nights and days
respectively. The sensor is located on the crossirtge lines in the middle of the map. Data ga-
thered from April to September were used for thalyasis
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Results and discussion

The Eddy Covariance method is very simple in ligotetical assumptions,
however, as it has been presented above, in ocodebthin a good quality of
measured fluxes you have to conduct an array ofitkes — tests and corrections
(e.g. Fokerand Wichura 1996). There are many descriptions of tle¢hods of
application of the Eddy Covariance method in litera (e.g. Leet al 2004). It is
known that a part of activities which aim at cotieg the calculations are justi-
fied only in certain situations and in others timegy increase either the systemat-
ic or accidental mistakes. An example is removinigead from the measurement
series (detrending) in order to filter the datattsat long-term trends in fluctua-
tions of the measured parameters can be elimir{@ash and Culf 1996, Rannik
and Vesala 1999). It is useful e.g. when these-terg fluctuations follow the
slow changes of the characteristics (float) of ghasor. However, this technique
has few followers among the users of the Eddy Gamae method because it
influences the measuring signal the same way aghapiass filter does. It means
that it removes from the measurement series agbdow rate samplings which
contribute to the calculated fluxes (Rannik andal@4999).

This study presents the strategy of handling tita dbtained by means of the
Eddy Covariance method, which was adopted in theedtelogy Department of
the University of Life sciences in Pozna

One of the most intriguing questions asked byrdises using the EC method
is as follows: what influence do all these corm@asi have on the flux quantity
described in other studies? Will simplifying thdotdation procedure have a sig-
nificant negative impact on the quality of the mead fluxes? Will adopting this
particular method of processing measurement ddlecte in a better way the
actual quantities of the studied fluxes?

In order to answer the questions the exemplamiteesbtained from the EC
measurement system located over a peat bog inrR@ehbjnickiet al 2007) are
presented below. Further considerations used tlalatons required for the esti-
mation of CQ flux. As shown in the formulall the quantity of QQrbulent flux
stems mostly from the quantity of the vertical comgnt of wind velocity vector
and concentration of this gas. Therefore, Figuresahd 9. illustrate the results of
the covariance calculations for the vertical congmarof wind velocity vector and
CO,for one day (30 June 2004), and not for the flux only. These daveres were
calculated by using the same measurement serieiiffeuent ‘strategies’ of calcu-
lations were used, according to the descriptiormyabove.



198

Figure 7 shows the influence which the moving led tneasurement series
against each other has on the quantity of the flux.

Figure 7 shows the influence of the moving of M@asurement series against
each other has on the quantity of the flux. The imgpyrocedure generally has
very little influence on the quantities of the db&l fluxes, although this influ-
ence is more conspicuous during the day than &t.nidnis reaction of the cova-
riance does not surprise. At night the wind velo@tsmaller thus, the turbulence
in the atmosphere is smaller too. The course atiltions of the measured pa-
rameters ‘smoothes’ and as a result the moving edsurement series does not
influence the covariance quantity, despite the fhat the time needed for one
portion of air to get from one instrument to anotisdonger than during the day.
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Fig. 7. Comparison ofw'p." covariances calculated on the basis of unprocassedurement data
(Block avg.)and after their moving in order to fithet biggest quantity (Block avg. adjusted)

Despite these small differences between the cveei quantitiesv'p_' calcu-
lated with and without moving of the measuremenmieseit is important to note
that it may influence the flux quantity over a lengeriod of time. It is very impor-
tant when we want to obtain an accurate assessvhe¢he exchange balance of
a given gas between the studied ecosystem andtios@here.
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Moving the measurement series against each atiuses a slight modification
in the covariance quantity. The measurement seytason procedure has a slightly
bigger impact on the obtained quantities. Figuee@esents daily course of cova-
riances calculated on the basis of the unprocessedurement data and after mov-
ing measurement series and triple rotation.

This time the differences are more conspicuoubl hbthight and at daytime.
Each correction is conducted every time in subsaghalf-an-hour periods. We
can observe that sometimes half-an-hour periodtiiesncalculated without cor-
rections are the same as those calculated afterctions and sometimes they are
distinctively different. It means that for evenyfiran-hour period for which the flux
is averaged, there are different correction quastitFactors influencing such
changes in the corrections are mostly connectdu té velocity and direction of
wind. They occur because it is very hard to pl&germeasurement system over an
ideally flat and horizontal area of the ecosyst®fost often the measurement is
conducted over a slightly inclined area. In suahditions the air moving above the
ground does not move ideally horizontally agaihst gravitation field. Depending
on wind direction it may slightly go downwards g@wards. It leads to occurring an
additional vertical vector of wind velocity. It disbs the measurement causing
overstating or understating of the quantity of tieasured flux. The procedure of
rotation of measuring series allows correctingdhaterferences.

Probably this situation occurred in a measurirgiat in Rzecin when the
wind blows at the angle of ~70°, which correspotml€East-Northeast (ENE)
direction. This hypothesis seems to be confirmedheycourse of wind velocity
and direction presented in Figure 8.b. When thedviilows exactly from this
direction the quantity of correction increases rafteing the rotation. The given
example does not indicate any impact of wind véjocn the quantity of the ro-
tating correction. It confirms that the rotationsensitive to the interaction be-
tween the anemometer — and its vertical positianctnation of the terrain and
wind direction. Whereas wind direction and thug tuantity of the turbulence
does not influence the quantity of the correction.

Despite the fact that the corrections discussege@do not modify the studied
fluxes in the way that would be the same for esingle averaging time (e.g. half
an hour), the general trend showing the correlatietween covariances calcu-
lated on the basis of the unprocessed and corretztted This correlation was
presented in Figure 9.
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Each of the discussed corrections increases #maityuof covariance (Fig. 9). It
can be claimed that in the studied case only théngaf the measurement series
causes the increase of this flux by about 3% (dwression coefficient equal
1.03). Additional, triple rotation increases thevagance quantity significantly by
12% (the regression coefficient equal 1.12). Howethe fact of tilting the lines
at a bigger angle than 45° from the X ax is thetnmgortant for users of the
covariant systems. Most of these systems are usesddess mass and energy
fluxes in a longer time period e.g. during sevgears or several seasons at least.
It means that within this time period such situasiamccur when the measured
fluxes will be both positive and negative. It wihuse that the effect of increasing
the flux as a result of correction might be ignooedvill be dramatically reduced.
The question arises: why make such complex calons® The answer can be
given also in figure 9. We can see that both lthesot cross the coordinate sys-
tem in point 0. First of them, illustrating the mEation between the unprocessed
data and data after the moving, crosses the Y @wimt —0.04. It means that us-
ing this correction moves zero quantity of the @€k flux exchange downwards.
It will cause that on average net £flux calculated in the longer period will be
lower that if it was calculated without the corient More confusing is a fact that
after using the triple rotation O quantity moveshie opposite direction and equals
+0.2. Thus summing up the fluxes calculated afterection of moving the mea-
surement series and rotations in the long runrefilirn more of C@assimilated by
the studied ecosystem than using covariances atdulvithout these corrections.
The question arises if the discussed correcticaly ienprove the obtained results or
the contrary? Their use is logically justified azwhfirmed by other researchers e.g.
(Moore 1986) or (McMillen 1988).

As it has been presented above even using a gimeaction or neglecting it
may influence the calculation results. Howeverydhis another important issue
which should be considered when calculating theeBuusing the Eddy Cova-
riance method. Webb Paerman and Leuning in theik yt980) presented two
approaches towards calculating {fldxes. This work leads to the conclusion that
both formulas are correct and should bring the seesalts. Figure 10 presents
the correlation between the fluxes calculated ugiiregformula 9 and 11. As we
can see in the enclosed figure, the results diffen each other slightly. In the
circumstances, high determination ratfo=r 0.99 is not satisfying because one
could expect the valué = 1. A question arises what accounts for thedereific-
es? The answer should be found in the imperfecfahe measurement system.
The data presented in the Figure 10. come from ni@asurement system
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equipped with a gas analyzer with an open measypaty. It measures the
amount of CQin the air expressed in mol units of this gas iiveen volume of
air. This method of calculating G@mount in the air is sensitive to air tempera-
ture changes, atmospheric pressure changes amdntinent of water vapor in the
air. Thus, in order to find out the real, absolgtentity of CQ these parameters
must be measured too, which allows obtaining tla @O, mixing ratio in dry
air, which can be used to calculate the flux of tjas. The necessity of high-rate
measurement of air temperature and atmospherisynesneans that we need to
have the proper equipment with a short time comstais difficult in practice
even in relation to temperature. Using microtheroupdes enables to measure
temperature fluctuations, not its absolute quantitythe case of pressure it is
even more difficult. In most cases thus, averagentiies of temperature and
pressure are used for a given integration periaghich CQ flux is calculated. In
such a situation it is easier to use the formulngtead of 9.
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Fig. 10. Comparison of C@fluxes calculated by using the formulas 115¢ and 9 (Fgixr)
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As the above analysis indicates the use of forsnatay influence the ob-
tained quantity although theoretically they shdofthg identical results, however
using slightly differently processed input data magd to obtaining different
results. The aim of the current study is not toiesan arbitrary statement regard-
ing the calculation process but rather indicateadlem of lack of one standard of
calculations. It partly stems from lack of equipmetandard and the differences
resulting from the fact as far as the unprocessea are concerned, and partly it
stems from various approaches of different reseasch

CONCLUSIONS

1. The Eddy Covariance method is currently the besit tised to estimate
matter and energy flux exchanged between the batiteeactive surface and the
atmosphere. Its usefulness has been confirmed Iy mesearchers. However,
each user should be aware of its limitations arel ribcessity of introducing
a number of tests and corrections improving thesssaent of the measured flux-
es quantity.

2. Particular corrections conducted on the gatherdd dzay amount to
a dozen or so percent of the quantity of the measfiux and their application is
to a large extent dependent on the type of thepeggmt used and the surface over
which the system has been placed.
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15. THE INFLUENCE OF PLUVIAL CONDITIONS ON SPRUCEJIREST
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INTRODUCTION

Beskid Slaski is characterized by a compact spatial layout imgether with
Beskid Zywiecki Massif is an important element of the cltmdarriers in this
part of Europe. Clear climatic vertical zonalitydesassymmetry are clearity a result
of variation of elevation, exposure and slope angle land cover is also an im-
portant geographic factor that has influence orctimate. The forest stands cov-
er an area of 390 square kilometers of this regidme effect of the impact of
these factors is a local climate system in valleysslopes, ridges and hills. The
results obtained in recent years indicate the dabamg the distribution of some
pluvial climate parameters. This is evidenced lg difference between current
indexes and the climatic norm for this region (k&k and Durto 2004). Particu-
larly important for the climate regime is also ches on the land surface con-
nected with the process of spruce stands diebdu.sbil of the large area of
moderately cold and moderately warm climatic zones exposed. This may
modify the current parameters of the heat and whaadsince. These processes
seem to be so significant that it is possible tangfe the existing topoclimatic
conditions in some parts of the massif. Recogniéind understanding of this oc-
currences and their course in the future are awiitapt elements of spatial plan-
ning and management of natural resources.

Both foresters and researchers are unanimouifatt that modification of
the pluvial conditions, which occurred in recenaigge may have contributed to
the loss of stability of spruce forest stands iis tegion. However, the research
results so far don't give a clear answer (Wilelyi and Feliksik 2005, Durto
20104, 2010b). It seems that the outcomes of thidy ring us closer to solving
this problem. These investigations are very impariaom the viewpoint of forest
management. The aim of this study was the charaetdre multiannual variabili-

U The research was financed by MNiSW, project nuriié¢809160538.
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ty of precipitation in the area of lower subalpinene in the Beskidlaski. Re-
search hypothesis assumes that the uneven andlarregpply of water to the ac-
tive surface is a reason to disturbances in thecsdorest stands in Beskthski.

MATERIAL AND METHODS

The material for the analysis carried out at 2@emmlogical stations and
posts of the Beski8laski area (Tab. 1). The study used the followinganials:
climatological newspapers, precipitation newspapersnthly lists of meteoro-
logical observations, precipitation year-books,vggrams and collections of
electronic REGCMS3 database from years 1948-2008Ckmtral Europe. Most
stations are operating under the observation arasunement IMGW network in
the area of Beski8laski. The Jaworzynka meteorological station belotagthe
Wista Forests Inspectorate. The station in Usthity is one of the Polish State
Environmental Protection Inspectorate network. dhéosts are located across
the physical-geographical unit in the full rangeatiftude (Fig. 1). Fourteen sta-
tions are situated within the concave terrain forthe other on the convex. Full,
uniform, fifty years old sequence of data was @béid at 5 stations, in other cases
the series were shorter about for a dozen of yddws.shortcomings include the
late nineties and early years of this century. éeficies resulting from the reor-
ganization of observation network and change metifocheasures. Incomplete
sequences are supplemented in accordance withdtiedology contained in the
papers (Pruchnicki 1995, Peterson and Easterli®g,TBuomenvirta 2001, Wijn-
gaard et all 2003, Gonzales-Rouco et all 2001). Sthstical analysis of results
was performed using STATISTICA 9.0 (StatSoft, I(R007). STATISTICA (Da-
ta Analysis Software System, Version 9.0).

The analysis of pluvial climate in Besksdhski was conducted in several re-
spects. The first one concerns the precipitatiorditions forming during the past
fifty years, based on the historical record of infation about the course, distri-
bution and intensity of precipitation. The secosgext relates to the identifica-
tion of hazards that may cause a disturbance antmtiance of forest ecosystems
within the lower subalpine zone forest. We usedddad statistical-mathematical
methods for the calculations of precipitation im$iqPruchnicki 1980). The dis-
tribution of Jedlhski vegetation index, Sielianinow’s and De Martdsniedex
also Kaczorowska's moisture index was analyzedi&ikland Durto 2004). The
classification of irregularity index of precipitati\Wn (1) according to the criteria
in Tables 2.



Table 1. The characteristic of meteorological stations iskeSlaski Mts.
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No. Localization Altitude Geogrgphical Landform
m a.s.l. coordinates
1 Barania Goéra 1120 49.36 N 19.00 E Convex
2 Bielsko Biata 398 4948 N 19.00E Concave
3 Brenna 350 4945N 1852E Concave
4 Brenna Lénica 420 4943 N 1854 E Concave
5 Czantoria 852 4941 N 1849E Convex
6 Goleszow 350 4944 N 18.45E Concave
7 Gorki Wielkie 325 4946 N 18.51E Concave
8 Istebna Kubalonka 780 4936 N 1854 E Convex
9 Istebna Stecowka 750 49.35N 1857E Convex
10 Istebna Zaolzie 580 49.34N 1856 E Concave
11 Mioda Goéra 820 49.35 N 1852 E Convex
12 Jaworzynka 675 49.32 N 1855E Convex
13 Koniakow 740 49.33N 18.58E Convex
14 Lipowa 530 4940N 19.05E Concave
15 Klimczok 1010 49.44N 19.00 E Convex
16 Milowka 445 49.34N 19.05E Concave
17 Nowy Dwor 380 49.39N 19.10E Concave
18 Skrzyczne 1240 4941 N 19.02E Convex
19 Szczyrk 520 4943 N 19.02E Concave
20 Ustron Centrum 410 49.43 N 1849E Concave
21 Ustran Rownica 650 49.43N 1851E Convex
22 Wapienica 390 4948 N 1859E Concave
23 Wista Centrum 430 49.39N 1852E Concave
24 Wista Gkbce 480 49.38 N 18.53E Concave
25 Wista Malinka 685 49.39N 18.59E Convex
26 Zwarda 690 49.30N 18.59E Convex
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Fig. 1. The hypsometrical profile of meteorological statidacalization in Beskidlaski Mts.

Table 2. The classification of precipitation irregular inoé/,

Class (%) Type of distribution of precir;li-thaeti(()jr‘13 ?rrr?eegularities
0-20 Regularity distribution 1
21-40 Moderate irregularity 2
41-60 Mean irregularity 3
61-80 Great irregularity 4
81-100 High irregularity 5
>100 Extremely high irregularity 6
i=12
Z (P, —0,0833[P;,) (1)
W, =12 P 100

Rr

where:Pg, — yearly sum of precipitation (mmr; — monthly sum of precipitation
(mm)
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RESULTS

The mean annual sum of precipitation (1957-20064he BeskidSlaski was
1200 mm with a deviation of 160 mm. The biggest am@f rainfall was usually
in July. The lowest values of monthly totals wefd-ebruary and March 65 mm
(Fig. 2). The highest rainfall zone was summit pdrWislanski massif. The least
rainfall is in the south-eastern part of the BesKldski massif near Rajcza,
Wegierska Gérka and Miléwka City. The average ratithe total rainfall of winter
to summer is 57%. It was the largest in hilltoprafssif, the smallest was in the val-
leys and at the lower parts of the slopes. The nhpmirecipitation totals in the
Beskid Slaski has a gamma distribution with parameters c15 &nd b = 34.28.
There are mostly monthly rainfalls in the rangarfr60 to 100 mm on the study
area. The median distribution of precipitationtia BeskidSlaski was 99 mm.
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Fig. 2. The monthly average of sum of precipitation in 12808 period in Beski8laski Mts.

The pluvial conditions in the past two decadeshglightly modified in rela-
tion to historical data. The variance of precipiatdecreased. The winter to
summer precipitation ratio increased by about 10%ial precipitation has de-
creased in the warm part of the year, this redsiceainly observed in June and
July. The course of multiannual precipitation suisnd show any tendency. Di-
rectional regression factor equation is 0.63, saesh@rror of estimation amounts
to 180, while the coefficient of determinatiof &jual to 0.0 at p < 0.71. Number
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of days with precipitation during the year is semito that in the previous years,
and now stands at 198 with a deviation of 17 dilysnber of days with precipi-
tation during the growing season shows no signititeend. Jedfiski vegetation
coefficient averages 15.6 with a deviation of 3nd,dike other indicators does
not show a significant trend. Sielianinov index edms at an average of 6.0 with a
deviation of 1.2. De Martonne’a ratio reaches a@alf 9.5 with an average devi-
ation of 4.0 which corresponds to the average dimmdi in the Western Carpa-
thians. Characteristics of moisture year, basetherKaczorowska classification,
indicate the dominance of the “average year”. Qraetgr of all cases was dry years
while 18% were wet years. The annual rainfall s§léhan 75% of normal rainfall
doesn’t occur, but there were a few years withrétiigfall above 126% of “normal
pluvial year”. Results of Kaczorowska index vari@pididn’t appear significant
changes in his distribution in recent years. Ingbarch of potential threats from
pluvial climate, irregularity precipitation indexas interesting (Fig. 3). The aver-
age of its value was 41%, which according to tlasgification criteria means the
“average irregularities”. The results of trendslgsia indicates a clearly negative
tendency with a coefficient b = -0.107 with an ewwb0.08 and insignificant cor-
relation coefficient R = 0.18 (Fig. 3). The ratibtbe standard error of estimation
and the average of series was 0.22.

65 - y=-0.107x + 44.3
60 A R2=0.03
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Fig. 3. Multiannual course of precipitation irregular ixd&/, with trend line in Beskiclaski Mts.
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The formation of annual increment in spruce beginsut a month after the
start of the growing season usually. In the Beskigki region that point of time
is about 20 May. Increment culminates after 30-dfs¢d about the third decade of
June. By the end of July, sometimes even in eaulguat, this process continually
slows down, and it ends at the first decade of Atglherefore, most important
for the growth of this species, is the sum of pitation during from May to July
quarter. The results of the distribution analydishe total rainfall in the months
showed the statistically insignificant negativentteof precipitation in May and
July. In June the directional coefficient b = —0v@&s significant at p < 0.05. The
“clarity index” of this model was only 0.34 and iodting low quality prediction
and forecasting is impossible based on the regnesgjuation. Total precipitation
in May has evolved several times the standard tdewign both the positive and
negative in the last two decades (Fig. 4). In Jilmeee were significantly more
likely to decline relative to the average of mamags, most often highlighted as
one of the decade from 1988 to 1997. In this rdspaly is unique, because
through 20 consecutive years, with one exceptiahith1980, the yearly sum was
lower than climate pluvial norm for this month (F&).
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Fig. 4. The absolute deviation form multiannual average s precipitation in May, June and July
in BeskidSlaski Mts.
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Fig. 5. The absolute deviation form multiannual average st precipitation in July with trend line
(5 years moving average) in Beslkitski Mts.

Complementing this disadvantage was the fact dioaing the period from
1990 to 1996, indicators of rainfall in three congevze months: May June and
July were lower than the multiannual average (E)g.Deficiencies were respec-
tively 23% in May, 26% in June and 42% in July.

DISCUSSION

Meteorological phenomena occurring in recent yéarthe southern part of
Poland arouse a growing interest in forestry. Altjiothe occurrence of these phe-
nomena is subject to natural processes in the ptmos, the risk of their impact
tend to be harmful to forests. Currently the averngigvial climate conditions in the
BeskidSlaski Mts. are a bit different from the historicataaand these differences
are noticeable mainly in the phenomena of predipitaduring the summer. The
exceptional period in that sense was finishing decRerceptible reduction is seen
primarily in yearly rainfall in favor of precipit&in during the winter. Although the
modification of the distribution of annual rainfalcreases the amount and frequen-
cy of their occurrence in the winter from the hydgical point of view it seems to
be beneficial, provided that the rate of disapméahe snow cover will be spread



216

over at least period of one month, which would dtate meaning better during
spring retention. In view of the demand of subadpiorests zone to atmospheric
moisture, and soil during the last part of sprind aarly summer, this has signaled
a change over the long run may be disadvantagBaasons for doing so bring the
results of research on climate water balance. Shew that in the past two decades
the frequency of months with negative climatic wdtalance has significantly in-
creased, among them stands out in May. If the apowgosals will correspond to
the results of this work, then it is considered tha boundaries of favorable growth
conditions in the Beski@laski spruce will include only an area above 800 mnsete
This means that the range of the spruce in the aife&eskids may in future be
subject to substantial modification. Presentedhia paper the trends of irregular
rainfall index despite the poor quality of the miodéis suggests that pluvial con-
ditions will improve in the coming years. Parad@¥y, however, this trend does
not necessarily prove to be beneficial for watenaggment of forest ecosystems.
The average perennial value of the irregularityeindf 41% is far from an ideal
distribution of precipitation, with the ideal whidck optimal for growth of conifer-
ous trees in the pluvio-nival area. Based on aattitngical norm, this index should
not exceed 20%, although this option doesn't giteiadred per cent guarantee op-
timal incremental rhythm. It therefore appears thatamount of rainfall, which
reaches the soil throughout the year but the tiraimdyfrequency in which it is reg-
istered on the forest canopy, will play a decisivle in shaping the water balance
of forest ecosystems in this climatic zone. Cordition of this hypothesis can be
proved through dendroclimatic studies conductethim area for several years, as
well as the studies on the rainfall interceptiortheg spruce which stands in the
BeskidSlaski Mts.

CONCLUSIONS

1. Disruption in the functioning of spruce stands iasBid Slaski could be
due to shortage of rainfall during the formationaoiual growth, mainly by re-
ducing the amount of rainfall in July, over thetp2® years.

2. Shortages of precipitation in the next threei@umonths for the growth of
spruce of the lower subalpine forest zone, wasabribe causes of weakening of
the stands.

3. With the same amount of precipitation during gihewing season, positive
growth of trees is done, when the precipitationngormly supplied to the forest
canopy.
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4. The irregularity rainfall indeXVn proved to be very little precise indicator
of the disturbance in pluvial regime in the Beskigski Mts.
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INTRODUCTION

One of the crucial elements of most meteorologéral climatic research is
gathering measurement data. Independently of thenpers that the data in-
volve they should be thoroughly examined in terrhgjaality. Gathering data
from automatic measurement stations is conducte@éging them from the sen-
sors and recording them in the memory or sendiegntto databases. However,
not always the procedure of gathering data from AN&omatic Weather Sta-
tion) is conducted entirely properly. Various misa occur in data sets during
measurements. They occur regardless if the measuterare conducted manual-
ly or by means of AWS. These mistakes may be cabgedifferent technical
factors including faulty functioning of the sensams wrong transmission and
recording of the data in databases. Incorrect diemsignificantly decrease the
quality of the collected data. It entails reductiminthe significance of the ob-
tained figures for further research and analysesrdler to eliminate wrong val-
ues the procedure of quality control is applied YQC

A lot of data are gathered during measurementssdlare millions of figures
which translate into gigabytes of hard disc volumberefore, creating a clear
system of QC is indispensable. Many unreliable aegeresults which were ob-
tained by applying incorrect values received diyeitom weather stations can be
eliminated thanks to clear QC procedures. QC praesdare applied not only in
meteorology but in all branches of science whemmarical data are collected.
When the number of the values obtained from autichséétions is high and re-
quires quality control similar criteria can be apgl Only the threshold values
should be adjusted depending on the discipline tioaye from. It streamlines the
further procedure of data processing and eliminatistakes from the beginning
of the calculation process.

Data verification indicates the mistakes whichurda the data set i.e. aberra-
tions from the assumed values. As it has been omeedi earlier the mistakes oc-
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curring in the data set may be caused by bothyféuitctioning of the measuring
instruments as well as wrong service of the syst@hish conduct the measure-
ments. In the case of weather stations they mighdlso caused by lack of their
regular maintenance (Shaferal. 1999). Regular service of the station, calibra-
tion of the sensors and maintaining the equipmegbiod condition ensure better
quality of the obtained data. They increase thencheaof unfailing and reliable
work of measurement stations.

Four criteria of quality control analysis are gueel (WMO, 2004) in order to
conduct a proper QC of meteorological data. Firshé test of data set in terms of
its reliability. It consists in conducting the @séite whether each value from the
analyzed set fits in the real range of values whiely occur in a certain place and
time (season of the year). Incorrect data can ipeiredted by such reference of
meteorological data gathered from the automatitostdo specific climatic con-
ditions in the place where the station is locafgtbther criterion is internal cohe-
sion analysis. It accounts for discovering and igation of single data records
which are internally incoherent. The criterion dstsof several conditions which
have to be met in order to qualify the measuredtifies as correct ones. For
example when the wind velocity is zero then itnigpossible to determine its di-
rection. Thus, if there is any quantity recordedha base then it must be quali-
fied as wrong. Another criterion is comparing thiedences of a given quantity
of a meteorological parameter with the preceding) subsequent quantity (look-
ing at the measurement order). The fourth critedpplied for quality control is
comparing sums of the differences between the beighg quantities within one
meteorological parameter, according to the fornmsented in the next part of
the study.

Such filtering of the data gives the possibiliiyexact indication and later
elimination of the mistakes. Thereby, it guarantselecting correct values and
obtaining high quality data set. High quality data an excellent basis for further
calculations and analyses in which the mistakeathby wrong input data will be
eliminated.

DATA QUALITY CONTROL

In the following work quality control was condudten data sets from meteo-
rological recorders in four automatic weather stai These station are working
in the area of Wielkopolska in the following sitéieszczyczyn, Rzecin, Stare
Miasto, Ztotniki. The stations conduct continuousasurements. The following
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parameters are measured: temperature, relativeunirdity, speed and direction
of wind, precipitation, atmospheric pressure anldrsadiation (total radiation).
The verified data come from the period of 2005 @@2 The recorder memory
contains mean values for the period of 10 minukés.readings of the sensors are
conducted more often but a mean value of everynpetex is calculated every 10
minutes and it is stored in the memory, and lateisent to station supervision
system by a mobile telephone connection. Thusgelteer 52560 figures are rec-
orded for one meteorological element during théopeof 12 months. To sum up,
meteorological elements which are measured by AWS @ver 7 min quantities
annually. Each of the meteorological elements wmEs quality control accord-
ing to the above mentioned criteria.

Describing the information in the introductiongreater detail, the data were

analyzed according to the following criteria:

« reliability test which involves estimation whetheach figure from the
analyzed data set fits in the real range of vahessible to occur in a cer-
tain place and time (season of the year),

e checking the internal cohesion of the data set (aluéxclusion of the
values of certain parameters whose simultaneousri@e is logically
contradictory. E.g. it is impossible that precipda may occur when
there are no clouds, such a situation indicatesahkeast one of the pa-
rameters is wrong),

e comparing the differences between a certain quyanfitmeteorological
element with the preceding and subsequent quaditking at the order
of measurements), considering a specific threstalige of the difference
between the neighboring readings,

e comparing the sums of the differences (formula déomemended by
WMO) between the neighboring values (accordingh® measurement
order).

First QC criterion is a reliability test. Meteorgioal parameters’ values show

a great deal of changeability both daily and sealsdius, various thresholds and
value ranges should be accepted because of thigehhility depending on the
time and period of time in which the measuremergsevwconducted. Considering
climatic conditions and season of the year it cardbtermined if the measured
values fit in the possible ranges. Mean daily valod the range of values created
on the basis of a measured quantity plus/minushitesshold (Fiebrich and Craw-
ford 2001) should be taken into consideration ie #pplied criteria. This test
allows indicating big mistakes and sudden surgegiahtities. The above method
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is used to mark the data which exceed possiblermeglguantities established on
the basis of means and daily changeability in argarea. If mean daily value does
not fit in the range: quantity plus/minus threshdahen it should be qualified as
wrong. This method should be used for testing datiability for meteorological
elements presented in table 1 (Shafet. 1999, Fiebrich and Crawford 2001).

Table 1. Threshold values characteristic for the climat&\iélkopolska region

Meteorological element Unit +/— threshold
Air temperature at 2 m °C 25
Soil temperature at 5 cm °C 10
Dew point temperature °C 25
Pressure hPa 30
Relative humidity of air % 30

When analyzing meteorological elements which &a&racterized by a great
changeability in a short period of time (rainfallind speed and direction, radia-
tion) the following range for actual values wasabished. Respective meteoro-
logical elements together with accepted ranges haen presented in Table 2
(Shaferet al. 1999, Fiebrich and Crawford 2001).

Table 2. Quantity ranges which should cover the measurenesntts characteristic for the climate
of Wielkopolska region

Meteorological element Unit Range
Rainfall Mm 0-50
Wwind speed M st 0-50
Wind direction °Compass 0-360
Solar radiation W m? 0-1200

When the values do not fit in the given range theyqualified as inconsistent
data and are not used for further calculationsaaradyses.
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Another criterion is checking internal cohesiae, ichecking whether meas-
ured quantities of meteorological elements do notuele each other. Conditions
of this criterion are always the same independeatiyhe place and season of
measurements (WMO 2004). This solution allows figdirregularity when the
measurement quantity indicates rainfall withoutud® or solar radiation with
total overcast. When conducting a verificationsitnecessary to consider logical
regularity of the occurrence of particular weatpeenomena. It is supposed to
eliminate the measurements which are mutually eketu This procedure is con-
ducted on the data from the same period but fdovamparameters. They are the
basis for establishing incorrect data. The assumgtican be divided into two
groups. The first includes conditions which wheffulfiled make one of the two
elements suspicious. The second group includesitammsl which when unful-
filled make both elements suspicious.

When the following conditions are not fulfilledeth one of the meteorological
elements is suspicious:

* dew point temperature air temperature 2 m,

« wind speed = 0 then wind direction = “lack of wididection”,

« wind speed 0 then wind directios “lack of wind direction”,

* wind gust> wind velocity.

When the following conditions are not fulfilledett both of the meteorologi-
cal elements are suspicious:

(only for mean values from the measurement perimdonger than 10minutes -
WMO 2004):

* cloudiness = 0 and rainfall = 0,

* cloudiness = 0 and period of precipitation = 0,

« cloudiness =0 and period of sun radiation = 0,

e period of sun radiation > 0 and sun radiation > 0,

» quantity of precipitation = 0 and time of precipita = 0.

Another criterion which is used to verify the mea&soent data is the compar-
ison of the differences between the analyzed qiyaotione meteorological ele-
ment with the preceding and subsequent quantitgy Bne conducted in order to
detect unnaturally high increase in values. If difference is higher than thre-
shold they are qualified as incorrect data. Thrieskialues which are used differ
depending on the length of the period in whichrtteasurement is conducted.

Two threshold values should be used. When therleateie is exceeded the
data are qualified as suspicious and when the highlee is exceeded they are
qualified as incorrect therefore, they should netused for further calculations
and analyses. The applied threshold values aremeasin table 3 (WMO 2004).
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Table 3. Threshold values applied to compare the currelniegavith neighboring ones

Meteorological element Unit f Threshqld Threshold
or suspicious for incorrect
Air temperature at 2 m °C 3 5
Soil temperature at 5 cm °C 0,5 1
Dew point temperature °C 2 4
Pressure HPa 0,5 2
Relative humidity of air % 10 15
Solar radiation w2 800 1000

The criterion comparing the sums of the differsnaealyses the results of
three consecutive measurementg W,, W, where the tested value is,WFor-
mula used for such test is taken from WMO rep@@04):

(Wz _\Nl) + (Wz _W3) <4o (1)

where: 0 — standard deviation.

Standard deviation value is determined on theshafsthirty consecutive mea-
surements, fourteen preceding and fifteen subsedqaén, , considering also W
value. The comparison of differences was conduatedrding to formula 1, for the
following meteorological data: temperature at thight of 2 meters, soil temperature
at the depth of 5 centimeters, dew point tempeFatorecipitation quantity, wind
velocity, atmospheric pressure and relative airitlityn In case of wind direction it is
too changeable to be tested according to the metierdioned above. All measure-
ments which do not fulfill the condition are quiglif as suspicious.

After quality analysis the data selected on thasbafsthe criteria mentioned
above are assigned to one of fur following categgo(Ehafeet al. 1999):

e proper value (the value which fulfills all critenged in QC),

e suspicious value — when at least one criteriortdulfilled ,

* incorrect value (when the reliability test is négatnd when the criterion of
comparing of the differences of the analyzed qtiaofi a certain meteoro-
logical element with preceding and subsequent digaris not fulfilled),

* lack of data.
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RESULTS OF DATA QUALITY ANALYSIS

The conducted quality analysis involves the mesments for the period of
2005-2007. These measurements were gathered idataeset and its analysis has
been conducted. Figures 1 to 5 present the pegmenfasuspicious and incorrect
values selected by applying the above mentionddrieriof qualitative analysis of
the data from AWS, 0.1% corresponds to 631 valfisaspicious/incorrect data.

Relative humidity of air 2.04
Soiltemperature at 5 cm 0.32
Solar radiation 0.11
Pressure 0.1
Airtemperature at2 m 0.1
Dew point temperature 0.09
Winddirection | 0
Windspeed | 0
Rainfall | 0
0 0.5 1 15 2 25

(%)

Fig. 1. The percentage of incorrect results which weredoafter conducting data reliability test for
all controlled stations in the period of 2005-2007

Wind speed =0 and wind direction=0 035

Dew point temperature <= Air

temperatureat 2 m 001

00 01 02 03 04
(%)

Fig. 2. The percentage of incorrect results which weredoafter conducting internal coherence test
for all controlled stations for the period of 200607
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Fig. 3. The percentage of suspicious results found afierparing the differences and using lower

Soil temperature at 5cm 0.28
Relative humidity of air 0.16
Pressure 0.12
Dew point temperature 0.08
Air temperature at 2m 0.04
Solar radiation 0.03
0.1 0.2 0.3
(%)

threshold values (Tab. 3), for all controlled sta$ in the period of 2005-2007

Fig. 4. The percentage of incorrect results found aftenmaring the differences and using lower

Soil temperature at 5 cm 0.21
Relative humidity of air 0.07
Dew point temperature 0.04
Pressure 0.03
Solar radiation 0.03
Air temperature at2 m 0.03
0.05 0.1 0.15 0.2 0.25
(%)

threshold values (Tab. 3), for all controlled sta$ in the period of 2005-2007

Wind direction

Rainfall

Soil temperature at 5 cm
Wind speed

Solar radiation

Dew point temperature

Relative humidity of air

0.66
0.6
04
0.34
0.06
0.05

Air temperature at2 m 0.02

0 05 1 15
(%)

Fig. 5. The percentage of suspicious results which wenedaafter comparing sums of the differ-
ences using formula 1 for all controlled statiomshie period of 2005-2007
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ANALYSIS OF THE RESULTS

The results of data quality control carried outdpplying the first criterion
where the results of measurements were compardd tivieshold values and
ranges of parameter values which are charactefistitie climate in Wielkopols-
ka region are presented in Figure 1. The biggestbheus of data contradictory to
this criterion were found in the measurements &ftine air humidity — 2.04%
from the whole data set, 0.32% were recorded fibtesmperature measurements
which can stem from high failure frequency of teasors used here. The number
of mistakes oscillating around 0.1% was found i@ thsults of solar radiation,
pressure, air temperature and dew point temperateasurements. The set con-
taining results of wind speed and direction anafedi measurements did not
contain any incorrect values according to thisecidn.

Figure 2 presents the results of the applicatioimternal cohesion criterion.
Two interrelations were analyzed here. First irfiatron that should occur is the
lack of wind direction marking when the wind spégdero, the second is the air
temperature which is bigger or equals the dew gemperature. The first interre-
lation does not occur in the case of 0.35 % ofsvatid direction and speed mea-
surements. Whereas the second condition is notnribe case of only 0.01% of
the data set.

The results of comparing the differences by usavger threshold values in
the third QC criterion are presented in Figure Be Tesults obtained by using
higher threshold values for the same criterionpmessented in Figure 4. The val-
ues presented in Figures 3 and 4 explicitly in@i¢hat the measurements of solar
radiation and air temperature are of the best tyuddioth when using the lower
and the higher threshold values the number of tledata does not change sig-
nificantly and ranges between 0.03% and 0.04%. $eshts indicate very good
quality of the measurements of these two meteoicdbglements. Results of soil
temperature at 5cm contain many mistakes. Whernyimgplower threshold val-
ues it is 0.28% when applying higher it is 0.2%clbvesults were probably ob-
tained because of high failure frequency of thessen

Figure 5 presents the results of comparison ofssohdifferences using for-
mula 1 (WMO 2004). The fewest mistakes namely 0.@t# 0.02% were found
for the measurement results of pressure and apdrature respectively.
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FILLING THE GAPS AFTER QUALITY CONTROL

After data quality verification and removal of threorrect values the gaps
which have been thus created should be filled. phixedure is usually con-
ducted by either using a linear or block method.

Linear method uses only the existing extreme walaied there have to be
minimum three correct results of measurementscit edge of the gap. The trend
of fluctuations between extreme figures is usegstablish the missing values.

Block method relies on filling the gap on the basi a similar sequence of
values found in another period of time or comingniranother AWS. If the data
set used for filling the gap comes from anotheremetlogical station then a re-
gression equation must be determined. Two sequesfceslues from the same
periods of time from two AWS stations are neededldothis. They create the
basis for determining the linear regression equaflthe precision of this kind of
gap filling remains questionable, however in somses it is a necessity since the
data set must be continuous, e.g. in model studies.

Linear method is used when the missing data seguenno longer than
90 minutes. In the case of bigger gaps the datdilez@ by means of block me-
thod. However, using block method is not alwayseax. While completing the
data it is necessary to bear in mind that dailyapester variations as well as many
other feedbacks occur which have not been discussezlas the issue is rather
complex.

CONCLUSIONS

1. The conducted quality analysis determines whichsmesment results of
meteorological elements are the highest and whiehtee lowest quality. It can
be concluded that the lowest quality data are nbthirom the devices recording
measurements of soil temperature. The highest p&ge of suspicious/incorrect
values are found in these data as a result of congpthe differences by using
both the lower and the higher threshold values

2. The smallest number of incorrect data is found amibe results of air
temperature and pressure measurements. In th@fcasee of the applied criteria
they do not exceed 0.12% which is a very good tesul

3. One should also remember about the periodical hisloservation of the
data and sensor calibration. Periodical calibraiioproves the functioning of
automatic measurement stations. This procedureedses the failure frequency
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to a big extent. Following the rules of automat@lify control as well as period-
ical control of automatic measurement stations carebe sure that the incorrect
values will be excluded.
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INTRODUCTION

The study is based results of studies on marstgsanf the Lasy Rychtalskie
Forest Promotion Complex. The main objectifehis study (working hypothesis)
was to indicate that adverse climatic changes, primatécreasing precipitation,
may result in the ombrogenic marshes becoming dedravithin less than 100
years. Forest marshes do not usually cover laggsabut they are areas increasing
biodiversity of adjacent ecosystems. The studyqmissair temperatures and at-
mospheric precipitation at the Siemianice Foregieixnental Station in the mul-
tiannual period of 1975-2006 and in detail in aerage year of 2005. Based on
these analyses instability of ombrogenic marshésainarea was indicated.

Forests and marshes in climatic changes aspect

One of the most significant problems in contempordimatology of climate
warming. Although not confirmed beyond any doubll, sumerous factors indicate
climate change within the recent, relatively shpentiod of time. Opinions presented
in literature on the subject vary considerablyenfrextreme positions, forecasting
disastrous effects in many regions worldwide todlaém that “"the problem of cli-
mate change has been exaggerated against all fioogbi(Klemes 1993).

Primary elements of climate, i.e. air temperature precipitation, undergo natu-
ral changes over time. These are diurnal, seasmahand multi-annual fluctua-
tions, caused mainly by the Earth's revolution, riftation of the Earth around the
Sun as well as changes in solar activity (witmesstied intervals of 11, 22, 35, 90 and
180 years) (Boryczka 1993, Miler and Miler 2005;tre al 1999, W@ 1994).

In the last 200 years temperature and precipitaitditionally undergo anth-
ropogenic changes, resulting from an increasedeoomf atmospheric dust (ab-
sorption of solar radiation), condensation nucfeivater vapour and greenhouse
gases (the greenhouse effect in the atmosphere}her forms of human activity
(drainage, considerable urbanization, etc.).
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While natural factors of climate change exhibitipgical (cyclic) changes,
the anthropogenic factor of climate change is dtarezed by a constant change
trend, i.e. the linear trend. Thus, short-term tineeds of climate change depend
on cyclicity of natural factors, an increase in @spheric pollution and an unmea-
surable factor connected with randomness.

It is remarkable that if there were no greenhoeffect at all the mean tem-
perature of the Earth’s surface would be°€l@&undzewicz 2007 by IPCC — The
Intergovernmental Panel of Climate Change).

Climate change in some regions of Poland may teaal reduction of wet-
lands, further drop of ground water table and isified extinction of species
connected with wetlands. Deep transformations gpeaed to occur in the com-
position and health condition of stands. Differenbetween evolutionarily de-
veloped adaptations of Polish tree ecotypes talthete we have had to date and
to new climatic, hydrological and edaphic condifianill intensify. Among other
things, we need to focus here on riparian forestsmfatojc 1995). In studies
concerning the role of forest cover in the watdaihee of catchments some au-
thors stressed considerable retention capacityordsfed areas. This capacity
influences an increased total runoff from catchmemith higher forest cover in
dry years and its reduction in wet years, as welinereased runoff in summer
half-years and its reduction in winter half-yeaf®gturkiewicz 1976, Ostrowski
1965, Tyszka 1995).

In studies on catchments with different degree$océst cover Mileret al
(1999) showed high retention capacity of catchmeuitis a higher forest cover.
This is evidenced by very uniform courses of monfldws and relatively limited
monthly changes in retention.

Also in long-term studies conducted by the Departhof Water Manage-
ment, the Forestry Research Institute, under ciamditfound in lowland catch-
ments a stabilizing effect of forest cover may bseyved on water runoff from
the area of the catchments, mainly a reductiontsofiheven distribution (Sien-
kiewicz et al. 1995).

Many foreign authors found a reduction of mean arakimum flows from
forest catchments in relation to unforested catetimén the summer period
(Calder 1992, Cassiet al 2002, Fahey 1994, Gust al 2002, Harr 1967, Harr
et al 1979, Helvey 1980, Jones and Swanson 2001, Kepp@86, 1998, Keppe-
ler and Ziemer 1990, Swanson and Hillman 1977, &wif Swank 1981).

Sustainable water management thanks to its sujpplgdequate amounts,
quality and time should promote permanent, sudtéendevelopment of a multi-
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purpose forest economy, biodiversity of specieslandscape types, preservation
of valuable specimens of flora and fauna as welladstats (Ciepielowski 1999a).

When trying to care for water resources we neddHKe into consideration water

requirements of the forest site, not only pertayriim the overall amount of water

available to plants, but also the adaptation o$uggply to the annual and multian-
nual cycles of vegetation development, as well astanance of adequate water
fertility, sufficient to meet nutrient requiremer{Giepielowski 2004).

The need for water retention may be assessed by:

* Observations of stands,

* Observation of trends in changes of ground watdesa(a rapid lowering
of the water table in the vegetation season andter@nce of such ground
water table over a longer time period, inadequatetfe forest site type,
constitutes an indicator of transformation capagitgcosystems),

« Observation of trends in changes of water resourcesgater reservoirs
and marshes,

* Analysis of changes of retention in the water ba¢aaf a hydrographic
unit (Ciepielowski 1999b).

When talking of small water retention in forestettbin the quantitative and
qualitative aspects (autopurification of waterspeeds to be remembered that its
primary role is not to accumulate usable waterriese(adequate for direct eco-
nomic use), but to change site water content, igerground water table and
change the microclimate. For this purpose a mopoitant role is played by the
total area of even very shallow water bodies, théngger volume of water, con-
tained e.g. in one reservoir (Ciepielowskial. 1995). This means that from the
nature point of view for an increase in the intémater cycle it is more advanta-
geous to have a bigger number of small water botliaa one big reservoir
(Kedziora 1995).

Until recent times forest hydro-amelioration wasducted only in excessive-
ly wet sites. At present we may observe the prolbdériowering ground water
tables, resulting in a deterioration of water lielas, as well as the disappearance
of marshes. The primary goal of water retentiotoistop the degradation of wa-
ter relations threatening the stability of foreMater retention in forests should
contribute to an increased moisture content o siteaccordance with the forest
site type, enhanced biodiversity, limitation of @om processes and alleviation of
consequences of climate change. The goal of retergi also to satisfy water
requirements of animals and birds, to provide wédelforest control, to supply
water for forest nurseries, farms, fish farming ameénhance recreation value of
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forests (Ciepielowski 1999b). At least a partiatoeation of previous water condi-

tions in forests would initiate mechanisms of skeif-regulation of species compo-
sition of phytocenoses and diversification of theeft environment. At each stage
of forest economy we may undertake various actwiiiming at an improvement

of water relations. Their goal should be first bt@restore in the forest ecosystems
an adequate role of moist and swampy sites (Ciepsiiet al 2000).

The indispensable role of marshes in the naturar@ment may not be un-
derestimated. Thus it is crucial to maintain tmgtural or semi-natural condition.
For this purpose it is necessary nationwide to:

* Counteract excessive or unjustified outflow of wdtem such areas,

* No longer regulate rivers or smaller watercourses,

« Rationally use water resources,

* Reduce the application of mineral fertilizers andpcprotection products

in the immediate vicinity of marshes,

< Maintain or restore extensive use of semi-naturakgstems,

* Cease afforestation of valuable non-forest marshes,

« Reduce the exploitation of gyttja and peat (diggiegt only for therapeu-

tic purposes),

» Counteract fragmentation of marshes at the stagpatial management

planning,

* Incorporate protection of marshes into spatial mitagn processes and

cover 'live" march ecosystems with legal protectigmwww.gis-
mokradla.info...).

MATERIAL AND METHODS

After a detailed analysis of materials collecteahf forest divisions, site in-
spections, analysis of large-scale maps (1:10 0f10),three experimental plots
were selected for detailed studies, i.e. microgatafits, which are situated so that
they are almost completely located on forest marstgas (comprising 8.58,
30.61 and 32.00 ha). This was the crucial poirthefexperiment, since the aim,
among other things, was to estimate runoff fromhsaeasWhen we discuss
ombrogenic marshes we mean marshes which origite(veapply) is connected
with atmospheric precipitation, differently than ¢ase of flow valley marshes.
The soils in the catchments are formed from sacasliment no. 1) or sands and
silts (catchments nos. 2 and 3). (Forest Managemianis for the Antonin Forest
Division and the Siemianice Experimental Forestifdn — Operat ... ).
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In the microcatchments an observation bore-hokex® wnade. Work on each
of them was completed at the drilling to the growader table. In the bore holes,
PCYV pipes with a diameter of 50 mm were placedniee top wells were sealed
with a PCV cork to prevent possible contaminaticonf getting into the pipe.
These wells represented three location variantaiaitershed areas, in slopes and
in valleys of the catchments.

In 2004 systematic field studies were initiatexdt|uding e.g. measurements of
ground water levels (51 wells) and measurementgadér stages in watercourses
(3 Thomson triangular weirs) as well as periodaalyses of water quality.

Ground water levels were measured once a weetharidcorded result was read
accurate to +0.5 cnThe area of each microcatchment was drained bigla chllect-
ing and discharging water from the analysed pidtster gauging stations were estab-
lished on all ditches in the profiles closing tiaécbments. Water depth in the ditches
was measured once a week and the readings weratado.t0.5 cm.

In the summers of 2005 and 2006, due to a coraditketowering of ground
water tables, deeper foundation of wells was necgss

Weather conditions were evaluated in the periothefstudy on the basis of
data from the Siemianice Station, situated in thetral part of the Lasy Rych-
talskie Forest Promotional Complex, where measunésrigave been taken since
1975. Experimental Station at Siemianice is locatethe seat of the Siemianice
Experimental Forest Division. Coordinates of thatish are 5111’ (N) and
18°09’ (E). The station is located at an altitudd&? m a.s.l.

The analysis included the hydrological year of4ZR005, which in terms of total
precipitation (514.5 mm) and mean annual tempexrg816C) may be considered as
average, since deviations of the above values tiexeeed 10% respective means.

Individual components of resource balance werfolisvs: precipitation based
on standard measurements Hellmann'’s rain gaugakbove named station), evapo-
transpiration was calculated according to Konstamij runoff based on water stages
at weirs, change in retention was estimated baseaghanges in ground water stages
in wells (Mileret al.2004-2007, 2005).

Water balances were developed for forest ombrogeairshes based on hy-
drometeorological measurements conducted withim ghidy (Mileret al. 2004-
2007, 2005).

The Lasy Rychtalskie Forest Promotion Complex

Forest Promotion Complexes (FPC) were createddmgte persistently bal-
anced forest management and natural reserves forémts. These are functional
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areas of particular ecological, educational andasaignificance (Ustawa z dn.
28 wrzénia 1991 o lasach). The Lasy Rychtalskie ForesmBtion Complex
was created 1 July 1996 by the Director Gener&ttafe Forests by precept No 18
of Promotion Forest Complexes. It is comprisedhaf torests belonging to two
forest divisions of Regional Directorate of the t8t&orests in Poznha Forest
division Antonin and Forest division Sycéw, alonghwForest Experimental In-
stitution Siemianice, which is a unit of AgriculaiitUniversity of Pozna

The Lasy Rychtalskie Forest Promotion Complex (ERJ takes its name
from its location within the Rychtal working circtdé the Sycow forest division.
The total area of LRFPC is 47904.08 ha, with 1988 ha of forest division An-
tonin, 22139,61 ha of forest division Sycow, and B99 ha of Forest Experi-
mental Institution Siemianice.

Production value of the forests in LRFPC equal$oliews: average stands
resources are 166°Mma" in forest division Antonin, 192 tina® in forest division
Sycéw, and 293 fha’ in Forest Experimental Institution Siemianice. Ther-
age age of the stands is between 48 in Antoniné2noh Siemianice. It is 56 in
Sycow.

Forest division Antonin consist of three working circles: Antonifwieca
and Moja Wola, with 23 forest districts. The whal&ision is situated within
Wielkopolskie voivodeship, the powiat Ostrzeszéwikdtat and Ostrzeszow
gmina) and Ostréw (Odolany, Przygodzice anéh&ogmina ).

According to the natural and forest regionalizatioe area of the Inspectorate
is placed mainly in 1l (Wielkopolsko-Pomorskie)Rew, District 9 of the Kotlina
Zmigrodzko-Grabowska; only south-east part of thegeaAntonin belongs to V
(Silesia) Region, 2 District of Wroclaw . In theogaorphologic sense the Inspec-
torate is situated in the proglacial Barycko-Glogke valley, Odolanowska Val-
ley. Flat marshy river valleys with wet habitate dne main features of the land-
scape. Podzol soils of river sand origin, consistif loose and clay sand, often
with the high level of ground water predominatéha division. In the lower areas
and along watercourses and reservoirs soils ofnargaigin ( muck and peat of
various level of mineralization) have a significahiare in the soil structure. Wet
habitats, which are under direct influence of gwater occupy 34.1% of the
division’s area.

The climate is transitional between the climatéowflands and the climate of
uplands. The average annual temperature rangeedetiWC and 8C. The an-
nual precipitation reaches 500-600 mm. Vegetatéasan lasts 210-217 days.
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The Antonin forest division has the highest lewélwoodiness in RDLP
Pozna — the forests cover nearly 49% of the area. Thstmbundant species in
the area is Scots pine.

The rivers of Ziotnica, Polska Woda, Mbka Woda and Meresznica flow
into the river Barycza catchments. From the souatst ¢0 the north west there
flows the river Litwin along which there is a numlzé huge fish ponds. In many
places forests border with the ponds, where themlavel at the time of fish
breeding is higher than the surrounding groundlldveauses leaking through
the causeways and flooding the forests. This talese most often in the spring.
(Kondracki 1994, Operat Ugdzenia Gospodarstwa seego dla Nadkictwa
Antonin opracowany na okres 01.01.1994 -31.12.2003)

Forest division Sycéwconsist of four working circles: Rychtal, BraliBy-
coéw and Medzyborz with 20 forest districts, Gaszowice nursangl the Stefan
Biatobok forest arboretum. Sycow andediyborz forest districts are situated in
the dolndlaskie voivodship , whereas the Bralin and Rychtatriits in the
wielkopolskie voivodship. The division covers theea of three powiat (ostr-
zeszowski anddpinski in the wielkopolskie voivodship and éfécki in the dol-
naoslaskie voivodship) 13 gmina and 3 towns.

The natural conditions in the division are diversecording to the natural and
forest regionalization the north-west part of thastbn is situated in lll (Wielkopol-
sko-Pomorskie)Region, District 9 of the KotliZaigrodzko-Grabowska. The rest
belongs to V (Silesia) Region, 2 District of Wrosla

Podzolic and mainly cryptopodzolic soils dominat¢he Sycow forest divi-
sion. Brown soils are found insularly and in therdo areas black soils mainly.
Considerable morphological diversity of the area s strong influence on the
climate. According to the research conducted fochH®yl Forests the average
temperature in the hottest month, which is Julpches 1%C, and the coldest,
January, 1.%. What is characteristic is the drop of the terapges mainly in
May. The average annual precipitation ranges betv#® and 600 mm. The
precipitation in the summer months makes 65% ofativaual precipitation. In the
area of WzgoOrza Osterzeszowskie you can notice straeacteristics for conti-
nental climate. Vegetation season exceeds 210 days.

The most abundant species in the area is Scats which occupies 86.8% of
the area of the division. The next common speaeasak, which along with ma-
ple, elm and ash occupy 5.3% of the forest area.

The area of the division is situated mainly in ta¢chments of the Odra river
and its tributary Widawa. There is evident watedsloé the rivers Prosna and
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Barycza in the Bralin district, and the sourceshef Studnica river in the Rychtal
district. It is worth noticing that it is meagrewatercourses and reservoirs. There
are no lakes in the area. (Kondracki 1994, Opemdzenia Gospodarstwa Le-
snego dla Nadknictwa Sycow opracowany na okres 01.01.2000-310D2p

Forest Experimental Institution (FEI) Siemianiceis divided into two work-
ing circles: Laski and Wolczyn, with 7 forest dists. FEI Siemianice is situated
on the border of three voivodships: wielkopolskapolskie and tédzkie, in
powiats of kepno, Wieruszéw and Kluczborg. FEI Siemianice, nyrs®obry-
gos¢ and Experimental Industrial Plant (sawmill) in kiaare the parts of the FEI.
According to the natural and forest regionalizatibe north-west part of the In-
spectorate is situated in V (Silesia) Region, 2rigisof Wroclaw .

Brown soils dominate in the whole Inspectoraténgl81.2% of the area.

The average annual temperature ranges betwe¥d &l 7.8C. The average
annual precipitation ranges between 400 and 500 Vfegetation season is 210
days on average.

In the FEI Siemianice the species of the stanesrarst varied with pine oc-
cupying 63.5% of the forest area, oak 12.3% anerad8dc%.

The area of the division is plain, in the Lasksfiict it gently rises south-
wards, and in the Wolczyn District it rises northds Most of the area is situated
in the catchments of the Prosna River, which iskatary of the Warta River.
Only the southern part of the Wolczyn District li@ghin the catchments of the
Odra River. Watercourses Janica, Nieséb (Samiaapidhka, Partwa flow into
the Prosna River. StruntidéVolczyhski and Struga, which flow into the Stobrawa
River — a tributary of the Odra River, flow acrdd®iczyn District. There are no
natural reservoirs in the area of the division. ffiacki 1994, Operat Ugdzenia
Gospodarstwa lsmego dla Nadknictwa Siemianice opracowany na okres
01.01.1994-31.12.2003).

The characteristic of the habitat conditions in Tke Lasy Rychtalskie For-
est Promotion Complex In general forest habitats take up 57%, coniferfovest
habitats 37.5% and upland habitats 5.5% of the @frlze LRFPC. Fresh conifer-
ous forest is in the majority in the Antonin diasi In the divisions of Sycow and
Siemianice fresh mixed forests dominate. Riveriorest is least common in the
whole area.

The wet habitats, boggy coniferous forest (Bbgdyomixed coniferous forest
(BMb), boggy mixed forest (LMb), alder swamp ford€ll), ash-alder swamp
forest (OlJ), and riparian forest (L}), which ameder the influence of ground wa-
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ters take up adequately: 1.2% (239.22 ha) in thein division, 1% (220.85 ha)
in the Sycow division, and 6.34% (374.93 ha) inflg Siemianice.

The definitions of marshlands vary in differenusmes. All the water and
land-water ecosystems are considered marshlanggiétimition accepted by the
Ramsar convention). What is characteristic for tmargls is presence of water,
unique types of wetland soils and the plants adagatevet soils.

It is assumed that the term marshland will redefiotest areas and ecosystems
excessively wetted and which should initially irdduareas classified in stands
descriptions as boggy coniferous forest (Bb), boggyed coniferous forest
(BMb), boggy mixed forest (LMb), alder swamp forg€ll), ash-alder swamp
forest (OlJ), and riparian forest (L}).

Bogs take 221.10 ha in the Antonin division. le tfistricts of Mariak, Jar-
nostaw, Madzanow, and Sie in the Moja Wola working circle in particular
there are seasonal problems with the humidity efgtound.

In the forest division Sycow 24.98 ha of bogs hbgen marked. The problem of
excessive wetness of the area is of little econahaind natural importance.

In the FEI Siemianice there is only 2.30 ha of bddawever about 20% of the
soils in the area (Disricts of Laski, Marianka, €&zyn and Unieszéw) is under
significant influence of ground waters.

RESULTS AND DISCUSSION

Air temperature

Mean diurnal air temperatures were calculatedigtsn@etic means from mea-
surements taken at 00, 06, 12 and 18 hours oftPtmiie.

Maximum mean daily temperature of 2&2was recorded on 30 July 2005.
Minimum mean daily temperature was observed on lugey 2005 (-137T)
(23 January 2006 it was as low as —26)6

The frequencies of days characteristic in termgwiperatures were analyzed.
The biggest group comprised warm days, while thellsest group consisted of
very frosty days. There were 83 days other thasdhaharacterized above (with
daily temperatures within the’@-15C range) in the hydrological year of 2005
and their distribution in individual months is peesed in Tables 1 and 2.

The highest mean monthly air temperature in 20@% wecorded in July
(20°C). The lowest mean monthly temperature was foarfeebruary (—4.C).

The biggest monthly range of temperatures wasrdecbin May (20.&C).
The smallest temperature range {6)pwas observed in December.
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Table 1. The number of days characteristic in terms of tenaures at the meteorological station at

Siemianice in the hydrological year of 2005

Division of days characteristic
in terms of temperatures

Number of days characteristic
in terms of temperatures
in hydrological year 2005

Very frosty
maximum diurnal
air temperature below -1G

February — 1 1

Frosty
maximum diurnal
air temperature belowC

November — 6
December — 14

January — 14 > 68
February — 22
March — 12

Cool
minimum diurnal
air temperature below’C

November — 7
December — 11
January — 7
February — 4 s 54
March — 13
April — 8
May — 1
October — 3

Warm
maximum diurnal air temperature above @5

April = 15
May — 13
June — 14
July — 14 s 107
August — 20
September — 18
October — 12
November — 1

Hot
maximum diurnal air temperature above @5

May — 3
June — 8
July — 13 X 44
August — 11
September — 9

Very hot
maximum diurnal air temperature above G0

May — 3
June-1 >8
July — 4
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Table 2. The number of days with diurnal air temperatussgymg from OC to 15C at the Siemia-
nice weather station in individual months of theltojogical year

Number of days with diurnal air temperatures inQH&C range

Month

XI Xl | Il 11l v \Y VI Vil VI IX X
Year

2005 16 6 10 1 6 7 11 7 0 0 3 16

Temperature thresholds (apparent values of temyes), determined by the
mean daily air temperature in climatology, constitthe basis for the identifica-
tion of thermal seasons of the year (Farat 2004arMdates marking the begin-
ning of thermal seasons of the year and their ntkmation for the area of the
Siemianice Experimental Station are presented Hela

Mean annual air temperatures from the analyzedianuiual period (1975 -
2006) indicate an upward trend. Mean air tempeedam these years was 89
(Figure 1). In terms of temperatures the hydrolalgiear of 2005 (with a mean
temperature of ®) may be considered as average, due to the dmviltom the
average of less than 10%.

Table 3. Mean dates marking the beginning of thermal seasdfrthe year and mean duration of
seasons (the author's study basetlanenc 2005)

Mean dates .
T Mean duration
Thermal seasons of beginning
Thermal thresholds of thermal
of the year of thermal season
season of year
of year
Early spring 0°C < Tgiumal mean< 5°C 1511-2011 35-40
Spring 5C < Tgiumal mean< 10°C 20 11-30 Il 30-35
Early summer 10°C < Tgiumal mean< 15°C 25 1V-30 IV 35-40
Summer Tdiurnal mean=> 15°C 30 V-5 VI 90-100
Late summer 1T < Tgivmal mean< 15°C 30 VIII-10 IX 20-35
Autumn 5C < Tgiumal mean< 10°C 5 X-10 X 20-30
Early winter 0C < Tgiumal mean< 5°C 5 XI-10 XI 40-50

Winter Taiurnal mean< O°C 15 X11-25 Xl 50-60
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Fig. 1. Mean annual air temperatures and mean annuarapdratures for the multiannual period
1975-2006 (hydrological years) at the meteoroldgitation at Siemianice

The trend of mean annual air temperature at Si@o@ais positive
(+0.027Clyear). This dependence was not statisticallyificgmt at the usually
assumed level of significanee= 0.05 — Figure 2.

Y=-441 +0.027* X

11

10 °
° .

Y Temperature (°C)

7
1970 1975 1980 1985 1990 1995 2000 2005 2010
X Year
Fig. 2. Trend for mean annual air temperatures at Siexganithe years of 1975-2006
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Atmospheric precipitation

Data on the amount of precipitation during plaagetation is of practical
importance for agriculture, horticulture and forgsfAssuming arbitrarily that the
vegetation season is the period from the beginafriypril to the end of October
precipitation total in that time interval in the diplogical year of 2005 was
303.2 mm, which accounted for 58.93% of annualipretion.

In the hydrological year of 2005 there were fiedatively long precipitation-
free periods (longer than 10 days). All these primok place during the vegeta-
tion season. These breaks amounted to 17 daysl) Al8i (June), 15 (July), 11
(August) and 15 days (September).

The total number of days with precipitation in tingdrological year of 2005
was 136. The month with the most abundant pretipitg15 days and more) was
January (17 days). The lowest number of days (5 dag fewer) with precipita-
tion was recorded in October (5 days).

When analyzing the percentage of days with pritipn with a specific thre-
shold value (Tab. 4) it may be stated that the d8gguumber of such days was
recorded for precipitation with a threshold value P.0 mm. In the hydrological
year of 2005 they accounted for approx. 57% tatahimer of days with precipita-
tion. The next considerable number of days wasrabdefor precipitation with
a threshold value B 0.1 mm, which in that year amounted to approx. 3@l
number of days with precipitation. The lowest numiiedays was found for pre-
cipitation with a threshold value 20 mm. It accounted for 1.5% total number
of days with precipitation for that year.

The highest monthly total precipitation levels eveecorded for the hydrolog-
ical year of 2005 in November (74.6 mm) and May.§3@m). In turn, the lowest
value of monthly precipitation total was recordeddctober (7.9 mm).

When analyzing daily sums of precipitation in widual months the most
significant difference (above 20 mm) between ttghbst daily precipitation total
and the lowest daily precipitation total occurredMay (21.3 mm) and August
(20.2 mm). The smallest variation (below 5 mm)hie amounts of daily precipi-
tation totals from a given month was recorded itober (4.6).

Annual precipitation totals from the analyzed nawihual period (1975-
2006) showed a downward trend. Mean precipitatodal tfrom these years was
565.7 mm (Fig. 3). In terms of moisture content liyerological year of 2005
(with precipitation total of 514.5 mm) in view did mean sum from the multian-
nual period we may consider this year as aversligésture level characteristics
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of such a year indicates a slight, i.e. lower th&%, deviation from annual preci-
pitation value from the mean for the multiannuaiqu:
The trend of annual precipitation totals at Siemntda was negative
(-1.573 mm yeah). However, similarly as for air temperatures, thépendence
is not statistically significant at the commonlysasied significance level =

0.05 (Fig. 4).

Table 4. The number of days with precipitation with specifhreshold value at the Siemianice
weather station in the hydrological year of 2005

Threshold value of precipitation

Period ;rrgrg)l
P>0.1 mm P>1.0 mm P>10mm P>20 mm

November 0 11 3 0 14
December 2 7 0 0 9
January 7 9 1 0 17
February 2 11 0 0 13
March 3 7 0 0 10
April 3 2 1 0 6
May 2 10 1 1 14
June 6 5 1 0 12
July 6 5 3 0 14
August 6 6 1 1 14
September 4 3 1 0 8
October 3 2 0 0 5
Winter half-year 17 a7 5 0 69
Summer half-year 27 31 7 2 67
Hydrological year 2005 44 78 12 2 136
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Fig. 3. Annual precipitation totals and mean precipitatearms at the meteorological station at
Siemianice from the multiannual period 1975-200&](blogical yeras)
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Fig. 4. The trend of annual precipitation totals at Siengea in the years 1975-2006

The presented climatogram for Siemianice was peepéor the multiannual
period of 1975-2006 — Figure 5 (Krysztofiak 2008).
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In Table 5 there is a short review of atmosphghenomena and mean annual
days number with the particular phenomena.

100 30
Q0 T T 25
C
£ %7 T 20 S
e 70 T 1 x
< 15 ®
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g I T 10 QO
8 50T 1 =3
% 40 - gv
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Fig. 5. A climatogram for Siemianice (1975-2006)

Table 5. Mean annual days number with particular atmosphginienomena on the area of Forest
Experimental Station Siemianic#né author's study based @morenc 2005)

Mean annual days number

Atmospheric phenomena with the phenomena

Storm 22-24
Hail 2-4
Dew 160-180

Nebulosity 300-320
Fog 50-60
Snowfall 40-50
Snowstorm 0-5
Hoarfrost 60-70
White-frost 4-8
Sleet 0-6

Atmospherci muddiness 40-70
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Water balance

Annual components of a balanced water balancefdogst ombrogenic
marshes (2004/2005) are as follows: precipitatatal tof 534.6 mm, evaporation
of 509.1 mm, runoff of 20.5 mm and retention chaofye5.0 mm.

Estimated time trends — annual changes for anpreipitation totals and
mean annual air temperatures, as it was describegeaamount to —1.573 mm
and +0.027C, respectively.

The positive annual trend of mean annual temperatwill obviously stimu-
late an increase in evapotranspiration, but thigedds on many factors, e.g. on
water availability. Thus in the forecast of watelations in the investigated areas
it may be assumed that evapotranspiration will umadergo significant changes.
Runoff from the analyzed marshy areas is so sligft) that its changes may be
considered negligible in forecasts.

Thus the forecast concerning changes in watetiorkain forest ombrogenic
marshes (the Lasy Rychtalskie Forest Promotion Gaxyexpressed by changes
in groundwater levels, may be based on the negatineial trend for annual pre-
cipitation (—1.573 mm ye3).

If we assume that significant changes in marslogystems are going to oc-
cur when the mean groundwater level will drop bprag. 50 cm (50% present
mean groundwater status), as a result of decreasingal precipitation totals, it
may be estimated that it will take place after agpfi 00 years. At the above as-
sumptions and soil porosity in the aquifer of 34#fter 100 years decreasing pre-
cipitation results in a lowering of groundwaterleaby a mean 46.3cm.

If we extended the observation series at Siemgarecg. by the correlation
with the series of observations taken for preciitain Wroctaw (the Lasy Rych-
talskie Forest Promotion Complex is located at stadice of approx. 40 km),
where observations have been recorded since 118@atculated trend of annual
precipitation totals would be only —8.8 mm (100ng34

Obviously the 100 years mentioned above is amasti. However, it corres-
ponds to the order of magnitude in relation to fgexiod, after which such
changes in water relations are possible in theseshymaareas that they would
change their character and cease to be excesanoidy sites.

CONCLUSIONS
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1. Marshy ecosystems in the Lasy Rychtalskie ForesmBtion Complex,
valuable from the point of view of biodiversity,eagoing to be threatened in the
near future by water deficit, resulting from an ebe climatic change. It may be
estimated that after approx. 100 years the folitet, presently classified as om-
brogenic marshes, may be overdried.

2. Pragmatically speaking it should be attempted toptetely stop the runoff
of water from these areas. This will somewhat slown the overdrying process, but
retention of slight runoff from these areas (app#®% total annual precipitation) in a
longer period of time will not be able to stop tiegradation of marshes.
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18. SUMMARY

The first chapter presents the outline of theonjsbf the meteorological net-
work in the 19th century in the southern Polishd¢iom which was denominated
Galicia by the Austrian invaders. The second hiathe 18th century was charac-
terized by extensive development of new branchesc@nce in Europe. New
instruments for measuring weather elements, suchexsury barometers and
thermometers appeared. Unfortunately, politicalnevén the Polish Kingdom
namely three consecutive partitions impeded theldpment of science. In spite
of the fact the new meteorological stations wertmfted, first in Warsaw in 1779,
and later in Krakow in 1792. Professor Jamadecki — a famous mathematician
and astronomer, the first head of the Astronomiglservatory of the Jagiello-
nian University in Krakow began to gather recordsnstrumental and visual
observations in 1792. The meteorological networtséaticia was founded in 1865
by the Physiographic Committee and its Meteorolalg®ection. The Astronomi-
cal Observatory in Krakow was its central institati The Committee published
Materials for the Climatography of Galicia, from6IBto 1914. They are a very
rich assemble of used frequently in meteorologieséarch.

Solar radiation is the principal source of enefgy atmospheric processes.
Therefore, it is one of the key climate forcing raige Next (II) chapter attempts to
outline the history of heliographic and actinometbservations in the area of
present-day Poland from their onset until the W&Yar 1. The first regular mea-
surements of insolation began in Krakéw in 1883e Tieasurements were also
started early in such locations as Wroctaw, WarsKatobrzeg and on Mt.
Sniezka. Before the World War I, and thus before theeSketeorological Insti-
tute (PIM) was established, measurements of irisolawere also carried out
(with frequent breaks) at a number of other statighrapid growth of the helio-
graphic network can be observed after the end eMWorld War |. Systematic
actinometric measurements were started in Warsa®980. Besides Warsaw,
regular measurements of insolation were carriedirowat few other few places,
e.g. in Silesia and on the coast. Some short sefiegasurements were collected
for a few locations in the centre of the countryvasdl. Actinometric measure-
ments were also performed in the mountains. liytidhese comprises a short
series between a few days and a few months, hoviewger series are available
for Zakopane (1935-1938) and Mt. Kasprowy Wiercd38-1939).

The aim of the third chapter is to show the rasoftregular temperature and
air pressure measurements conducted by David vebr@r in Wroctaw from
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1710 to 1721. This series is the oldest survivirgpsurement series available in
Poland. They were conducted at various times homtaemost systematic ones
are those taken just after sunrise. The followirggknpresents the results of the
analyses using morning temperature records. DauidGrebner used Thermome-
trum Academiae Florentinae for the temperature oreasents with its 180 de-
gree scale. The air temperature in Wroctaw in theeovation period was proba-
bly colder than today. The analyses show a verl figquency of temperatures
lower than -20.0 in Florentine scale. In the stpdyiod the mean annual tempera-
ture reveals a growing tendency. Rough comparigaheoannual measurement
periods of 1710-1720 and 1970 and 1981 showed somtarities between the
courses of measurements however, reliable compal$aemperature values
between historical and present-day periods isatiffidue to conversion problems
from the scale used on the Florentine thermomat&Yroctaw to the scales used
in contemporary thermometers.

The next chapter presents the results of a congmakistween the ten-day pe-
riod values of relative air humidity and saturataeficit obtained from standard
(manual) station and automatic station in Agro- &tydirometeorology Wroclaw-
Swojec Observatory of Wroclaw University of Envineental and Life Sciences for
the period 2000-2009. The data for 2009 were userify calculated regression
equations. Standard measurement of air humidity a@emplished by August
psychrometer which was placed in the meteorologiceden, 2 meters above the
ground and by means of daily thermohygrograph. r&ttm deficit mean daily
values were calculated from three terminal measeingsn(7, 13, 19 CET) and rela-
tive air humidity from four terminal measuremerits 7, 13, 19 CET). Mean daily
values of two analyzed humidity indicators accagdimautomatic station Campbell
Sci. Ltd. (CR23X) were calculated from all 24 hguralues.

In the fifth chapter the following material frometlweather station in Ustka
gathered during the period from April to Septembeer the years 1986-2005
was used: 24-hour period values of air temperattgktive humidity of air, wind
speed and atmospheric pressure and a number ofithygrecipitation >0.1 mm
and >1.0 mm and the state of the sky. Apart frois, # decade of real sunshine
over the years 1986-2000 was taken into accourg.nimber of days of the fol-
lowing meteorological conditions was determinedmtart days (. 18-23C),
warm days tg.x >25°C), very hot daysti.x >30°C), days with 24-hour period of
amplitude of air temperature >8nd >12C, days with 24-hour period of relative
humidity of air >85 and >95%, days with pressuranging every 24 hours with-
in the values of >8 and >12 hPa, days with preatipih >0.1and >1.0 mm in 24-
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hour period and with wind speed of >8 and >18'min the second part of the
study, the bioclimatic indexes such as subjectaraperature index STI, heat
load of organism HL, predicted insulation of cloidilclp and weather evaluation
index WEI for the needs of recreation and tourisenestaken into consideration.
In the region of Ustka the dominating type of weatls warm weather (37% of
days of the whole half-year period), then cool Wwea{31%), comfort days occur
in 25%, and days with cold and hot weather — inndl 8%, respectively.

Throughout the whole warm half-year period, the thveaconditions in the region

of Ustka are favourable for sunbathing if clothiofgsuitable insulation is worn,

and in May the conditions are even very favourablewever, in this month,

a low temperature of air is a limiting factor. Irpil, the moderately favourable
weather occurs every three days on average anddipally it is unfavourable.

Similar weather conditions pervatte sunbathing. The bioclimatic conditions in
the region of Ustka make it possible to lengthenrtost intensive touristic sea-
son which lasts at present from mid-June to Aydostabout 45 days, i.e. from
mid-May to mid-September.

Previous research has shown that the thermalisieatl in Warsaw is a fre-
quent phenomenon but it does not occur every dag.gbal of the sixth chapter
was to determine the intensity of the urban hdahdsand its variability in the
course of the day and night in conditions of lightl heavy cloudiness. The study
used meteorological data from automatic measurestatibns made accessible
by the Provincial Inspectorate for Environmental Protection (WIOS), collected in
the period from 01.09.2003 to 31.12.2008 at fouraar background stations in
Warsaw, one in Piastow and at the regional backgtaiation in Legionowo,
located beyond the range of influence of the Waragglomeration. Information
on a degree of cloudiness comes from observationgucted at the Warsaw
University of Life Sciences (SGGW) meteorologictdtion and from daily me-
teorological bulletins of the Institute dfleteorology and Water Management
(IMGW). On the basis of the data, differences int@nperature between particu-
lar stations and the station in Legionowo were maiteed. The differences
enabled determination of the intensity and timeh&f occurrence of the urban
heat island. Frequency distributions of the diffexes were also carried out and
the development and disappearance of the islartiffatent times of day and
night were graphically presented, taking into cdesition seasons of the year.
The phenomenon of an urban heat island appearsifdtie case of assumed
cloudless days (&) and cloudy days (N>6). On the analysed dayshipkest
intensity of the urban heat island was recordedhe heart of the city centre
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(Krucza Street and Niepodlegi Avenue). On cloudless days the intensity of
the heat island was considerably higher than ttemgity on cloudy days.

The study presented in the next (VII) chapter ined daily mean air temper-
atures measured at 200 cm above the ground leggrded by the meteorologi-
cal station in the city of Bydgoszcz, Poland, bew&lovember and March 1946-
2005. An atmospheric thaw event was defined asriagef two or more days
with a mean daily temperature above 0°C that fadldwat least a three-day long
period of a mean daily temperature below 0°C. Domabf winter thaws was
expressed as a total number of days in the thawedsas sequences of up to 5,
6-10, 11-20, and more than 20 consecutive daybat,thowever, only in rela-
tion to winter seasons. Thaw intensity was desdridxe mean daily air tempera-
tures during thaw days within the winter thaw pdsicas well as the frequency of
the following temperature ranges: 0.1-1.5, 1.6-3.0;4.5, 4.6-6.0, 6.1-7.5, and
>7.6°C. A statistically significant increase in frequgrand intensity of thaws in
January and March was found for the period 194&200vas demonstrated that
both frequency and intensity of thaws, as wellhesdnset of spring thaw periods,
was determined by atmospheric circulation in Januagbruary, and March.

In chapter eight the study was based on averagidaurly concentrations of
suspended particulates (PM10) over the years 2003-2ecorded by seven mea-
surement stations functioning within the rangehd system monitoring the air
quality (National Inspectorate of Environmental teation). It was stated that
during the years 2005-2007, the average concemsatf suspended PM10 parti-
culates, recorded in series of hours and days priticipitation, were by 10 to
35% lower, depending on the season of the yeattanday, than the concentra-
tions recorded before the phenomenon occurred. eMery a slight statistically
significant effect was proved only in referencethe amount of precipitation,
taking into account the concentration of PM10 pattites before precipitation.
The lowest effectiveness was characteristic forpreipitation in summer, but
contrary to the remaining seasons of the yeapatstive effect in reducing the
immission of particulates was still observed thetrtay after precipitation. The
example of Cgstochowa demonstrated that an analysis of howlyes of both
variables gives definitely larger possibilities@waluate the washing out role of
precipitation, not only in respect if its amountt lalso its intensity.

Next chapter presents selected characteristiceoang precipitation conditions
of the north-eastern Poland. The study is basesventy-four-hour data originating
from 14 stations and posts of the Institute of Meakogy and Water Management
between 1951-2000. The research included analfsieedrequency of vegetation
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periods (IV-IX) with deficiencies or excess of pp@ation according to Kac-
zorowska's criterion. The frequency of precipitatfoee periods (lasting10,>15
and>20 days) was calculated for individual months @& Wegetation period from
April to September, and for the entire vegetatieniqu, as well as the average
number of days with precipitatiorD.0 mm,>1.0 mm,>5.0 mm,>10.0 mm>20.0
mm and>30.0 mm in the vegetation period (IV-1X). Additidlya a spatial diversi-
fication of selected precipitation indicators i thegetation period in the examined
area is presented. It was found that precipitdiiea-sequences of all analysed
categories 10, >15 and>20 days) most frequently appeared in the areabeof t
lowest number of days with low precipitatioril(0 and>5.0 mm) and at the same
time of the most frequent occurrence of dry vegatgberiods (selected according
to the classification presented by Kaczorowska),in the western and the south-
western parts of the region.

The study in the tenth chapter presents the cdegrabetween two methods
(objective and subjective) of atmospheric circalatclassification. The compari-
son of the two methods indicated some discreparstegaming from the differ-
ences in typological procedure, the quality of datarces and various layouts of
baric systems. The objective method is partly basedenkinson and Collison
method. The degree of adaptation of the objectigthod to subjective method of
classification of atmospheric circulation were dtext by means of a comparison
of daily circulation types in both methods on aggivday and analyses of synoptic
situations. Moreover, selected meteorological patars during particular circu-
lation types in both methods were also analyzeé. &mparisons show that both
methods in many cases give different results ofsifization of synoptic situa-
tions. This discrepancy results from different noelblogies of determination of
atmospheric circulation types in both methods.

The purpose of the eleventh chapter is to exathieeelative impact of North
Atlantic Oscilation (NAO) on the atmospheric ingli§p over Europe and to
compare it with the influence of other circulatipatterns such as: East Atlantic
Pattern (EA) and Scandinavia Pattern (SCAND). Trhasgtigation is based on
selected instability indices such as: Vertical T@Yar), Total Totals (TTI), Ki
index (KI) and Convective Available Potential Enef@APE) using the radio
sounding measurement from 41 European stations tak®O0UTC over 1993-
2007. To examine the influence of different cirtigla patterns on the instability
is based on correlation coefficient calculated fawnthly average from May to
August. Results show positive values of correlatioefficient between TTI and
Kl indices and NAO circulation type over southerar&pe in July and August,
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and negative correlation over the ScandinavianrBeia and over the zone from
Ireland to Poland. The strongest relationship iseolled between selected insta-
bility indices and SCAND index over northern andtcal Europe.

Four instability indices: CAPE, LIFT, KI, TTI areedcribed and the potential of
these indices in storm prediction is examined fier drea of Northern Poland. The
analysis in the next (XIl) chapter is based on ugiesounding data from Leba,
Legionowo, and Greifswald and storm data from nrelegical stations in Szcze-
cin and Suwalki regions for the period 1981-2000e Bnalysis revealed that the
best upper air station for storm forecast in Suivallfion is Legionowo whereas for
Szczecin it is Greifswald or teba. 12.00 UTC atnmese soundings represent
convective phenomena better than 00.00 UTC sousdirtgeshold values for each
analyzed instability index differ according to anttoand K Index seems to be the
best instability predictor, especially when it cante storm forecast.

Thirteenth chapter presents results of researchecnimg the analysis of the
Arctic Oscillation (AO) variability in the periodfdl971-2006. AO daily data
allowed the recognition of the period of distineafures in AO course. The usage
of daily AO values enabled the analysis of othatistical characteristics, namely
extremes. The selected sub-periods in the AO caere as a point of reference
for the analysis of relative vorticity field evoionh in the Euro-Atlantic region.
The analysis revealed major differences in thesmof AO and its characteristics
as well as substantial shifts in the relative wittifield.

Eddy covariance method is currently the main t@adito measure mass and
energy flux exchange between various ecosystemshendtmosphere. The XIV
chapter presents the principles of the method disase¢he strategy of data man-
agement in the case of the data obtained from #suaring system used by the
Meteorology Department of the University of Lifeiestces in Pozma Subse-
quent steps of the procedure were described inl detd their influence on the
obtained results was presented in the charts.

The fifteenth chapter presents the results of dliogical elaboration of
pluvial conditions in Beskiélaski Mts. The data come from measurements from
the years 1957-2008 which were collected at 26 onelegical stations and posts
situated in Beskidlaski region. The aim of this study was evaluationhef rain-
fall changeability on spruce stand stability in BdsSlaski lower subalpine forest
zone. The multiannual average rainfall indices ggbwno significant change.
Total precipitation has decreased in the warm phithe year, this decrease is
mainly observed in June and July. Total preciitatin May several times
evolved the standard deviation, both positive aedative, in the last two dec-
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ades. In June there were significantly more likelydecline relative to the aver-
age of many years, most often highlighted as onthefdecade from 1988 to
1997. In this respect July is unique, because gir@0 consecutive years, with
one exception that is 1980, the yearly sum of pitation was lower than climate

pluvial norm for this month. Complementing thisatisantage was the fact that
during the period from 1990 to 1996, indicatorsraififall in three consecutive

months: May June and July were lower than the amnttial average.

Field studies presented in the next (XVI) chaptere carried out on marsh-
land areas in the Promotion Forest Complex RydtitalBorest. Marshland areas
are characterized by very large water storage deégmdNeather conditions in the
study period were evaluated on the basis of data fihe Siemianice Station,
where measurements have been taken since 197%nHhgsis involved the hy-
drological year of 2004/2005, which in terms ofatoprecipitation (514.5 mm)
and mean annual temperature {8)6may be considered as average, since devia-
tions of the above values do not exceed 10% fraawdbpective means. The trend
of mean annual air temperatures is positive (+003&ar"). The trend of total
annual precipitation is negative (—1.573 mm y®afotal annual outflow is rela-
tively small — about 4% of the total annual pregifion and it occurs only in win-
ter half-year and in May. Ground water levels lalfw, about 1 m under the
surface area. The forecast of water condition changthe investigated areas,
expressed by ground water changes, was based ativeejend of precipitation.
It has been assumed that, essential changes omhlarmtsarea ecosystems will
occur, when average ground water levels come dogwabbut 50% of the present
state. It has been estimated that it will happésr @round 100 years.

Chapter seventeen discusses the principles ofqietity monitoring for the
meteorological data obtained from automatic measens stations. The analyses
used the data from the years 2005-2007 which wetaired in four automatic
measurement stations located in Wielkopolska regldMO guidelines applied
to conduct their qualitative analysis were adoptethe climatic conditions of the
site in which the monitored meteorological stataperates. The results indicate
that even regularly serviced measurement statimms@t capable of maintaining
absolute continuity and reliability of measuremeritsus, independently of the
method of measurement there are some informatips gathe collected data
which should be filled applying proper methods alsscribed in this chapter.

Keywords: meteorological observations in Galicia, historylad meteorolog-
ical network in Galicia, early heliographic andiaotnetric measurements, me-
teorological measurements by David von Grebnery @éastrumental observa-
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tions in Wroctaw (Breslau), Florentine thermometeistorical climatology, au-
tomatic weather station (AWS), Ustka region, biodtic indices, forms of activi-
ty, urban heat island, urban climate, winter anghgpthaws, precipitation totals,
precipitation periods, precipitations in north-eastPoland, atmospheric circula-
tion classification, instability indices, convedatjotele-connections, atmospheric
instability, NAO index, storm, Convectively Avail@bPotential Energy , Total
Index, K Index, Lifted Index, Arctic Oscillation kability, atmospheric circula-
tion variability, airflow vorticity, eddy covariamc method, measure mass and
energy flux exchange, pluvial conditions in Besl§itiski, water balances of
marshland areas, forecast of ground water levelages

19. STRESZCZENIE

Rozdziat pierwszy monografii przedstawia zarysdnissieci meteorologicznej
w XIX wieku w potudniowej czsici Krolestwa Polskiego, ktgrzaborca austriacki
nazwat Galicj. Druga potowa XVIII wieku odznaczytaesiv Europie znacznym
rozwojem nowych gaki nauk. Pojawity i nowe instrumenty do pomiaréw ele-
mentéw pogody jak ¢tiowe barometry i termometry. Niestety, politycamgpadki
w Krélestwie Polskim — trzy rozbiory ziem polski@dahamowaly rozwoj nauk.
Mimo to byly zakladane nowe stacje meteorologicamgpierw w Warszawie
w 1779, nieco piniej w Krakowie, w 1792. Stawny matematyk i astnom@rofe-
sor JarSniadecki, pierwszy dyrektor Obserwatorium Astronzniego Uniwersy-
tetu Jagiellaskiego rozpocg zapisy instrumentalne i wizualne w 1792.&Smeete-
orologiczna w Galicji zostata za#ona w 1865 przez KomisjFizjograficzr i je
Sekcg Meteorologicza w 1865 r. Centraltej sieci bylo Obserwatorium Astrono-
miczne UJ. Komisja Fizjograficzna wydawata roczmukiMateriaty do klimatogra-
fii Galicji w latach 1867-1914. Zawietgpne bogaty materiat obserwacyjny wyko-
rzystywany w badaniach klimatologicznych.

Promieniowanie stoneczne to podstawoirédio energii dla procesow za-
chodacych w atmosferze. Dgki temu jest ono jednym z gtéwnych czynnikéw
ksztattupcych klimat. W rozdziale drugim przedstawiono higtoobserwaciji
heliograficznych i aktynometrycznych dla obszarisiggszej Polski od ich roz-
poczcia & do wybuchu Il wojnyswiatowej. Pierwsze regularne pomiary usto-
necznienia rozpoem w 1883 roku w Krakowie. Bardzo wczee pomiary za-
czeto wykonywa takze m.in. we Wroctawiu, Warszawie, Kotobrzegu iSraez-
ce. Przed | wojs swiatowa, a wkc przed utworzeniem Rsatwowego Instytutu
Meteorologicznego pomiary ustonecznieniaefta z przerwami) prowadzono
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takze na wielu innych stacjach. Intensywny rozw¢j skegliograficznej nagpit po
zakaczeniu | wojnyswiatowej. Systematyczne pomiary aktynometryczndaips
zapoczatkowane w 1900 roku w Warszawie przez W. Gofiskiego. Poza War-
szavg regularne pomiary promieniowania stonecznego pdaaae byty w niewie-

lu miejscach, m.in. na wybrze i naSlasku. Krétkie serie pomiarowe zgromadzono
m.in. dla kilku punktéw w centrum kraju. Pomiarytlometryczne prowadzono
rowniez w obszarach gorskich. Patizowo byly to krotkie serie obejmuge poje-
dyncze dni do kilku miesty, natomiast ditsze serie pomiarowe zebrano dla Za-
kopanego (1935-1938) i Kasprowego Wierchu (1938193

Rozdziat trzeci péowiccono analizie wroctawskiej serii pomiarowej Davida
von Grebnera, ktora jest najstarsmary sera pomiarows w Polsce. Pomiary
obejmowaly dnienie atmosferyczne oraz temperatpowietrza. Byly one wy-
konywane w latach 1710-1721, wzrnch terminach, jednak z napitsz syste-
matyczndcia tuz po wschodzie sfica. W niniejszym opracowaniu zostaty przed-
stawione wyniki analiz wykorzystafe dane pomiaréw temperatury powietrza
z terminu porannego. Do pomiaréw termometrycznyaki®von Grebner wyko-
rzystat Termometr Florentgki ze skal 180-stopniow. Temperatura powietrza
we Wroctawiu w analizowanym okresie byla prawdogmte nizsza nk obecnie.
Analizy pokazuy ze bardzo ogsto temperatura spadata paa)i—20,0 stopni skali
Florentyaskiej. W analizowanym okresie temperatura wykazawgdndeng
wzrostova. Pobiene poréwnanie cech przebiegéw rocznych dla okrekos0-
1721 oraz 1970-1981 wykazato wspo#mes¢ obu przebiegdw z minimum w
styczniu i maksimum w lipcu, jednak poréwnania ¢aki bardzo trudne z uwagi
na problemy z konwersgjskali wwywanej w termometrach Floremiskich na skale
uzywarg wspotczénie. Trwap prace nad bardziej szczegdtowym poréwnaniem
serii z XVIIl w. z warunkami termicznymi pargymi obecnie.

Celem bada przedstawionych w kolejnym rozdziale byto porowieadeka-
dowych wartéci wilgotnasci wzglednej i niedosytu wilgotniei powietrza uzy-
skanych dwoma metodami w Obserwatorium Agro- i téydeteorologii UP
Wroctaw-Swojec w okresie 2000-2009. Dane z roku92p0styty do weryfika-
cji uzyskanych réwnaregresji liniowej. Standardowe (klasyczne) pomiesy-
runkéw wilgotnagciowych powietrza wykonano za pomopsychrometru Augu-
sta umieszczonego w klatce meteorologicznej na kogsdb 2 m nad glep oraz
wedtug rejestraciji termohigrografu dobowe§eednia dobova wartdi¢ niedosytu
wilgotnasci powietrza obliczano z trzech terminéw (godz13,i 19 CET)(, na-
tomiast wilgotnéci wzglednej z czterech (godz. 1, 7, 13 i 19 CESPednie do-
bowe obu wskanikdéw wilgotndici wedtug automatycznej stacji meteorologicznej
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typu Campbell obliczano na podstawie wszystkich v2drtasci godzinnych.

W rozdziale pitym analizowano dobowe waktm temperatury powietrza,
wilgotnaosci wzglednej powietrza, mdkosci wiatru, cknienia atmosferycznego
oraz liczlz dni z opadem >0,1 mm i >1,0 mm i zachmurzeniaresik kwiecié-
wrzesid, ze stacji w Ustce, za lata 1986-2005. Poza tyimazeo dekadowe usto-
necznienie rzeczywiste za lata 1976-2000. €& liczke dni komfortowych
(trex 18-23C), gomcych trex >25°C), upalnych . >30°C), z dobowy amplitudy
temperatury powietrza 38 >12C, doboww wilgotnoicia wzgledna powietrza
>85 i >95%, z rénica cisnienia z doby na da&b>8 i >12 hPa, z opadem >0,1
i >1,0 mm na dobi predkosicia wiatru >8 i >10 m-& W drugiej czsci pracy
wykorzystano wskaniki bioklimatyczne jak: temperateirodczuwala STI, ob-
cigzenie cieplne organizmu HL, przewidywaizolacyjng¢ odziezy Iclp oraz
wskaznik oceny pogody WEI dla potrzeb rekreacji i tupkst W rejonie Ustki
dominupcym typem pogody jest pogoda ciepta (37% dni caje@joocza), a na-
stepnie chtodna (31%), dni komfortowe wyptija w 25%, a dni z pogadzimna
i goraca — odpowiednio w 4 i 3%. Przez cale pétrocze cig@a@uj w rejonie
Ustki warunki pogodowe korzystne dlaghkeli stonecznych, przy zastosowaniu
odziezy o odpowiedniej izolacyjrii, a w maju nhawet bardzo korzystne, jednak-
ze w tym miesicu czynnikiem ograniczagym jest niska temperatura powietrza.
W kwietniu, srednio co trzeci dzie wyskpuje pogoda umiarkowanie korzystna
i sporadycznie niekorzystna. Podobne warunki pogedpanuy dla kapieli po-
wietrznych. Najlepsze warunki termonentralne wysfa w lipcu i sierpniu —
srednio co drugi dzie Natomiast pewnuciazliwosé¢ dla r&znych form sgpdzania
wolnego czasu stanowvdni z opadem, ktdrych najedej jest w drugiej dekadzie
lipca i trzeciej sierpnia. Wygbujace w rejonie Ustki warunki bioklimatyczne
umazliwiaja wydtuzenie najbardziej intensywnego sezonu turystyczneg@ja-
cego obecnie od potowy czerwca do sierpnia o okstaini tj. od potlowy maja
do potowy wrzénia.

Dotychczasowe badania wykazakg, termiczna wyspa ciepta w Warszawie
jest czstym zjawiskiem, ale nie wygiuje codziennie. Celem badarzedsta-
wionych w rozdziale sz6stym monografii bylo odtemie intensywnéci MWC
oraz jej zmienngci w ciagu doby w warunkach matego i zkgo zachmurzenia.
W opracowaniu wykorzystano dane meteorologicznehpdzce z automatycz-
nych stacji pomiarowych, udegnione przez WIS, zgromadzone w okresie
01.09.2003-31.12.2008r. na czterech stacjach #gskiego w Warszawie, jednej
w Piastowie oraz na stacji tta regionalnego w Legieie zlokalizowanej poza
zaskgiem wpltywu aglomeracji warszawskiej. Informacjavielkosci zachmurze-
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nia pochodz z obserwacji prowadzonych na stacji meteorologE8GGW oraz
codziennych biuletynbw meteorologicznych IMGW. pladstawie danych okre-
slono r&nice temperatury powietrza edizy poszczegdlnymi stacjami a stag]
Legionowie pozwalagce na okr@enie intensywngci i czasu wysfpowania wy-
spy ciepta. Sporzizono take rozktady czstasci tych r&nic oraz graficznie zo-
brazowano rozwdj i zanik wyspy wadych porach doby z uwzglnieniem pér
roku. Zjawisko wyspy ciepta zaznacza garowno w przypadku prztiych dni
pogodnych (N2) jak i pochmurnych (X6). W analizowanych dniach najkisz
intensywnd¢ MWC notowano wécistym centrum miasta (Krucza i Al. Niepodle-
gtosci). W dni pogodne intensyws’é wyspy ciepta byta wyranie wyzsza od
notowanej w dni pochmurne.

W rozdziale si6dmym scharakteryzowanest@ci i intensywndci odwilzy
atmosferycznych w rejonie Bydgoszczy, z uwgdgieniem wieloletniej tendencji
Zjawiska. Podstaganaliz stanowih$rednie dobowe warfgci temperatury powie-
trza z wysokéci 200 cm n.p.g. z okresu od listopada do marcdatach 1946-
2005 r. ze stacji IMUZ w Bydgoszczy. Odwel atmosferyczne opracowano jako
co najmniej dwudniowe a@i, w ktorych érednia temperatura dobowa wzrastata
powyzej O°C, wystpujace po przynajmniej trzydniowym okresie @edni do-
bowa ponizej °C. Uwzgkdniono podziat na odwie zimowe, po ktérych noto-
wano jeszcze nawroty termicznej zimy oraz wiosekoaczace zing i prowa-
dzace do trwatego wzrostu temperatury paelyC. Czas trwania odwiy at-
mosferycznych w sezonie zimowym wyoao za pomag ogolnej liczby dni
odwilzowych, a take nieprzerwanych ggow liczacych do 5, od 6 do 10, 11 do
20 i ponad 20 dni, ale wadznie w odniesieniu do odviit zimowych. Intensyw-
nos¢ odwilzy okrelono za pomogsrednich dekadowych wada temperatury
powietrza w dniach odwibwych, w przygtych okresach z odwii zimowa,
atake czstasci wyskepowania nagpujacych zakresow temperatury: 0,1-1,5,
1,6-3,0, 3,1-4,5, 4,6-6,0, 6,1-7,5 i >T06 W latach 1945-2005 zaznaczy sia-
tystycznie istotny wzrost estasci wyskpowania i intensywniei odwilzy
w styczniu i w marcu. Stwierdzonge czstasé i intensywndé odwilzy atmosfe-
rycznych a take pocatek odwiky wiosennych determinuje cyrkulacja atmosfe-
ryczna w styczniu, lutym i marcu.

Podstaw opracowania w kolejnym (VIII) rozdziale stanowityednie go-
dzinne stzenia pylu zawieszonego PM10 oraz sumy opaddéw aenasnych
Z lat 2005-2007, rejestrowane przez siedem stagjiiarowych, funkcjonujcych
w ramach systemu monitoringu jakd powietrza PI@. Stwierdzonoze latach
2005-2007,srednie sgzenia pytu zawieszonego PM10 rejestrowane w seriach
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godzin i dni z opadem byly, w zalsosci od pory roku i doby, od okoto 10 do
35% mniejsze w poréwnaniu doestn rejestrowanych przed wyglieniem zja-
wiska. Jednak statystycznie istotny, nigdu wplyw udowodniono wycznie
w odniesieniu do wysokei opadow, przy jednoczesnym uwadhieniu s¢zenia
pytu PM10 przed wysgpieniem opadu. Najmniejgszefektywndcia charaktery-
zowaly st opady w okresie letnhim, ale w przeciwitwie do pozostatych por
roku, ich pozytywny skutek w zmniejszeniu imisjitpyzaznaczat sitakze jesz-
cze nasipnego dnia po opadzie. Na przykladziee€tachowy wykazanaze zde-
cydowanie wgksze maliwosci oceny oczyszczajej roli opaddéw atmosferycz-
nych, nie tylko ze wzgbu na ich wysok&, ale take ich natzenie, daje analiza
godzinnych wartéci obu zmiennych.

W rozdziale dziewitym przedstawiono wybrane charakterystyki doigez
warunkéw opadowych Polski pétnocno-wschodniej. @pveanie oparto na do-
bowych danych z 14 stacji i posterunkéw IMGW z 1&51-2000. Dokonano
analizy czstasci wystkepowania okresu wegetacyjnego (IV-1X) z niedoborein |
nadmiarem opadu wg kryterium Kaczorowskiej. Wyligacz:stas¢ wyskpowa-
nia okresow bezopadowych (trweych >10,>15 i >20 dni) w poszczegolnych
mieshcach okresu wegetacyjnego od kwietnia do dmwize Przedstawiono e
zrGznicowanie przestrzenne wybranych wakiiéw opadowych w okresie wege-
tacyjnym na badanym obszarze. Stwierdzomocihgi bezopadowe wszystkich
badanych kategorii(L0, >15 i >20 dni) najczsciej pojawialy st na obszarach
0 najmniejszej iléci dni z niskimi opadamix1,0 i>5,0 mm) a zarazem najgst-
szym wysgpowaniu suchych okreséw wegetacyjnych (wydzielomychklasyfi-
kacji Kaczorowskiej), tj. w zachodniej i potudniovzachodniej cgci regionu.

Celem bada prezentowanych w rozdziale dziggm jest poréwnanie klasy-
fikacji cyrkulacji atmosferycznej za pompsubiektywnej metody Osuchowskiej-
Klein z obiektywn, metod, Jenkinsona i Collisona, bazuj w gtébwnej mierze na
wirowosci scigcia oraz wietrze geostroficznym. Poréwnanie dopasnavklasy-
fikacji obiektywnej do subiektywnej wykazato rozhiesci wynikajace gtéwnie z
réznic w procedurze typologicznej, z jakbd zrédet danych oraz odmiennego
potozenia uktadéw barycznych stegaych cyrkulacy atmosferycza podczas
niektérych typow cyrkulacji. Stoptedopasowania obu metod klasyfikacji cyrku-
lacji atmosferycznej oceniono na podstawie frekwieposzczegolnych typow
cyrkulacji wyznaczonych metadsubiektywra podczas typéw wydzielonych me-
toda obiektywra, poréwnania map wzorcowych typow cyrkulacji wykgstywa-
nych w metodzie subiektywnej z mapagnédniego rozktadu émnienia atmosfe-
rycznego opracowanymi dla poszczegoélnych typow uwdfi w metodzie obiek-
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tywnej oraz analizy rocznego rozkladu ustoneczaietemperatury powietrza,
wilgotnasci powietrza i opadu atmosferycznego.

W rozdziale jedenastym przedstawiono wplyw wybcdmyypow cyrkulacji
na chwiejné¢ atmosfery nad Eurap Do okrélenia stanu chwiejrici zastoso-
wano wybrane wskaiki niestabilndci (np.: VT, KI, TTIl, CAPE), wykorzystuajc
wyniki bada 41 europejskich stacji radiosormdavych reprezentagych warunki
aerologiczne o godzinie OOUTC w latach 1993-200piyW typdw cyrkulacji na
chwiejna¢ atmosfery badano wykorzysigjwspotczynniki korelacji wyznaczane
na podstawigrednich miesicznych wartéci od maja do sierpnia. Wyniki poka-
zuja pozytywne wartéci korelacji pom¢dzy wskanikami TTI, KI i NAO nad
potudniows Europm w lipcu i sierpniu i ujema korelacg nad Skandynawioraz
strefy od Irlandii do Polski. Najsilniejszy zazek jest obserwowany poecizy
wybranymi wskanikami niestabilnéci oraz indeksem SCAND nad potnacn
centralr, Europ.

W rozdziale dwunastym monografii analizowano ztiweosci okreslenie
prawdopodobigstwa pojawienia giw Polsce Pétnocnej burz w warunkach wy-
stapienia chwiejnéci atmosfery identyfikowanej za pompczterech wskanikow
niestabilndci: CAPE, LIFT, KI, TTI. Analiz przeprowadzono z wykorzystaniem
metod statystycznych dla okresu 1981-2000 na petis@anych z sonds aero-
logicznych pochodgych ze stacji Leba, Legionowo i Greifswald oraznytdh
0 wystpieniu burz na stacjach w Szczecinie i Suwatkachka¥anoze dla Su-
waltk lepsz stacy prognostycza jest Legionowo, a dla Szczecina teba lub Gre-
ifswald. Sonda z 12.00 UTC reprezentuje lepiej zjawiska konwekcigtmosfe-
rze niz z godziny 00.00 UTC. Wartoi progowe dla kadego z indeksow tia
sig zgodnie z miegcami, indeks K wydaje siby¢ najlepszym predyktorem nie-
stabilndci, szczegdlnie w zakresie prognozowania burz.

W kolejnym rozdziale zaprezentowano wyniki badaalizy zmienngci war-
tosci indeksow cyrkulacji AO/NAM — Oscylacji Arktyczpev latach 1971-2006,
charakteryzujcej system przeptywu powietrza w skali hemisferggzibobowe
dane AO pozwolity na rozpoznanie okresow wyach zmiennéci AO oraz wy-
konanie dodatkowych analiz statystycznych. Wybiaodokresy w zmienrici AO
posteyty jako punkty referencyjne do analizy ewoluciji gednej wirowaci pola
w regionie Euro-Atlantyckim. Analizy pokazujgtéwne rénice w tendencjach
I charakterystykach AO takie jak wyree przesurcie wirowasci pola.

W rozdziale czternastym omowiono metoklowariancji wiréw, ktora jest
obecnie gtdbwnym naeziziem shiacym do pomiaru strumieni materii i energii
wymienianych pongdzy r&znymi ekosystemami a atmosiekV materiale przed-
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stawiono podstawy tej metody oraz stratqmpstpowania z danymi uzyskanymi
Z systemu pomiarowego jalstosuje s w Katedrze Meteorologii Uniwersytetu
Przyrodniczego w Poznaniu. Poszczegdblne krokiepostania opisane zostaty
szczegOtowo, a ich wpltyw na uzyskane wyniki przadstne graficzne.

Rozdziat pétnasty zawiera wyniki opracowania wieloletniej zrmesci wa-
runkéw opadowych na obszarze Beskidigskiego. Dane do opracowania pocho-
dzity z okresu 1957-2008, z 26 stacji i posterunketeorologicznych zlokali-
zowanych na badanym obszarze. Celem bdjda ocena wptywu wieloletnigj
zmienndci opadu atmosferycznego na stabdihdrzewostanévéwierkowych w
reglu dolnym Beskid$laskiego. Ustalonozisrednia wieloletnia suma opadu nie
wykazywata wyranego trendu w badanym okresie. Zaobserwowano Anyra
obnizke sumy opadu w cieptej egci roku, gtéwnie w czerwcu i w lipcu. Wagu
ostatnich dwoch dekad opady w maju kilkukrotnie iedhty odsredniej o war-
tos¢ odchylenia standardowego zaréwno na plus jak umitynikalny pod tym
wzgledem okazat si lipiec, gdy: w okresie 20 kolejnych lat, z watkiem 1980
roku, suma opadu w tym migsu byt nizsza od przegtnej z wielolecia. Szcze-
go6lny pod tym wzgidem byt okres neidzy 1990 a 1996. W tym czasie, suma
opadu w trzech kolejnych migsach, maju, czerwcu i lipcu, byla wyrde niz-
sza odsredniej wieloletniej.

Rozdziat szesnasty bazuje na wynikach hataobszarach mokradtowych Le-
snego Kompleksu Promocyjnego Lasy Rychtalskie. @ogarunkéw meteorolo-
gicznych przeprowadzono na podstawie danych z@ Stiamianice (pomiary pro-
wadzone s od 1975 roku). Jako przetiy przygto rok hydrologiczny 2004/2005
(Psuma rocz. = 514,5 m;. . = 8,6C). Odchylenia tych warei od warto-
sci przecgtnych dla wielolecia 1975-2006, snniejsze ni 10%. Trendsredniej
rocznej temperatury powietrza w Siemianicach jestathi (+0,027C-rok"). Na-
tomiast trend sum rocznych opaddw atmosferyczny@iemianicach jest ujem-
ny (—1,573 mm-roK). Catkowity roczny odptyw jest wzeglinie niski — okoto 4 %
opadoéw i zachodzi gtéwnie w zimowej potowie rokuanw maju. Poziom wody
gruntowej jest niski i wynosi okoto 1 m paérj poziomu gruntu. Prognozy warun-
kéw wilgotngiciowych na badanym obszarze zmiepsig, szczegdlnie w wyniku
zmian wody gruntowej, w konsekwencji negatywnegendu opaddw. Istotne
zmiany w ekosystemach mokradtowych zachodgly sredni poziom wdd grunto-
wych spada o okoto 50 cm (50% obecndgedniego stanu wod gruntowych).
Mozna szacowd ze nasipi to po okoto 100 latach.

W rozdziale siedemnastym omowiono zasady konjaddsci danych mete-
orologicznych pochodzych z automatycznych stacji pomiarowych. Do wykona
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nia analiz wykorzystano dane z lat 2005-2007 pozjmel z czterech automa-
tycznych stacji pomiarowych, rozlokowanych na téewielkopolski. Do ich
analizy jakdciowej zastosowano wytyczne WMO, dostosowane doumkaiw
klimatycznych miejsca pracy kontrolowanej stacjryskane wyniki pokazaj ze
nawet regularnie serwisowane stacje pomiarowe i@ stanie zapewaiabso-
lutnej cihgltosci i petnej rzetelngci pomiaréw. Zatem niezatrie od sposobu
prowadzenia pomiarow zdarzagic luki w danych, ktore naky wypeinic wyko-
rzystupc odpowiednie metody, rowni@pisane w niniejszym rozdziale.

Stowa kluczowe:obserwacje meteorologiczne w Galicji, historia simete-
orologicznych w Galicji, wczesne pomiary heliogeafie i aktynometryczne,
pomiary meteorologiczne Dawida von Grebnera, wezegrserwacje instrumen-
talne we Woroctawiu (Breslau), termometr Floratstyi, historia klimatologii,
automatyczne stacje pomiarowe (AWS), region Ustkkazniki bioklimatyczne,
formy aktywndci ludzkiej, miejska wyspa ciepta, klimat miastanawe i wio-
senne odwie, opady catkowite, okresy opadowe, opady w potaagschodniej
Polsce, klasyfikacja cyrkulacji atmosferycznej, aiskki niestabilngci, konwek-
cja, niestabilné atmosfery, wskanik NAO, burza, potencjalnie degina energia
konwekcji, wskanik K, wskanik unoszenia, zmiendé cyrkulacji arktycznej,
zmiennd¢ cyrkulacji atmosferycznej, wirowgé pola, metoda kowariancji zawi-
rowai, pomiary wymiany masy i energii, kondycja opadddeskiduSlaskiego,
bilans wodny obszaréw bagiennych, prognozowaniearpoziomu wody grun-
towej, analiza jak&ci danych meteorologicznych.
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