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INTRODUCTION

Agriculture is one of the most important branchésational economy. It is
also a branch whose success depends, to a great,ext environmental criteria
and particularly on climatic conditions as well @s temporary weather course.
The following monograph has been devoted to agreonelogy research i.e. the
research which analyses the connections betwemateliand weather course and
agriculture. The study contains the discussionetécied research issues and the
latest findings.

The first two chapters of the monograph presenatiaysis of the influence
of precipitation and fertilization on the yield amdgar content in sugar beet root
in the southern and eastern Poland. The data ndée study come from the Sta-
tion of Cultivar Evaluation located in these arefithe country.

The third chapter presents a general characteristicspatial variation of
ground frost occurrences during two spring monthgri(, May) in the eastern
Poland.

Next chapter of the study investigates the spatidlerns of Sum of Active
Temperatures (SAT) and Growing Degree Days (GDDpatand and selected
countries of Central Europe in order to conducenegal climatology assessment
of the suitability of these areas for vine cultivat These crops come back to
these areas after a long break and it is necessatiscuss the possibilities of
their redevelopment.

The purpose of the analyses presented in the hapter is the assessment of
the influence of weather conditions on the yieldcofn and indication of the
trend of the changes in its yielding. The studysusgrometeorlogical models of
yield forecasts which were expressed by weathdd jrielices (W1).

Very interesting issue was presented in chaptewhpre low-altitude remote
sensing used to assess the impact of drought eifecthe state of crops in differ-
ent regions of Poland has been described. The ehdptcribes the elaborated
methodology of taking and analysis of aerial phodpys.

Next part of the monograph is devoted to the imfigeon climatic changes on
agriculture and possible adaptation activitieshiis field. The biggest threats for
agriculture in Poland in the future climatic comalis were determined as follows:
increase of frequency and intensity of occurrerfcextreme climatic conditions,
more problems connected with water supply for glaiitense development of
native phyto-pathogenes, and also the expansiotheyfmophilic species. The
following adaptation measures were proposed: tlcee@se of water resources



accessible for agriculture and the increase otieficy of its use, and also de-
crease of plants water demand. Additionally, asafmplant protection is con-
cerned such adaptation of cultivation technology Wweoposed that it can limit

the incidence of agrophages and introduce effectie¢hods of preventing the
appearance of new types of agrophages. In the afasgtreme meteorological

events it is concluded that the most effective pntive measure is the develop-
ment of special insurance for farmers.

Chapter eight addresses the issue of weather teesaused in agriculture
insurance. The topic was noticed as completely aredvnot very well known so a
great emphasis should be put on education regapdilicy and strategy of using
weather derivatives. Particularly the dangers comtkwith using them by people
who have little business experience.

Subsequent chapters were devoted to the area abthieeastern Poland, re-
garding the research into the length of vegetagtieniod and time of occurrence of
spring and autumn ground frosts. Also the influeateneteorlogical conditions
on the growth, development and yieldLoiinus angustifolius was considered.

Chapter eleven contains information on qualityfieation of the decision sup-
porting system in agriculture. It was concluded thgrometeorology information
service is a precious tool in farmers’ hands buguires huge knowledge and ex-
perience in order to interpret the information eimed in the service properly.

Last chapter discus the occurrence and harmfulsfesgrophages of crops in
agriculture. One of non-observational methods oédasting of pest occurrences
was described by means of the so called degreeatathe changes which may
be brought about by climatic variations.

The presented monograph will allow the reader éwneabout the range and
the latest achievements of the agrometeorologyareBeconducted in Poland at
present.

Dr Jacek Lesny



1. EFFECT OF PRECIPITATION AND FERTILIZATION ON YIELINIG
AND SUGAR CONTENT OF SUGAR BEET IN SOUTH POLAND

Zenobiusz DmowskiHalina Dzieyc®, Kazimierz Chmura

Ynstitute of Landscape Architecture, Wroctaw Unaisr of Environmental and Life Science
*Departament of Spatial Economy, Wroctaw Universitfnvironmental and Life Science
pl. Grunwaldzki 24, 50-363 Wroctaw, Poland

e-mail: halina.dziezyc@up.wroc.pl

INTRODUCTION

In the production of sugar beet of much importaace the meteorological
conditions, the amount of rainfall in particular £#r needs ..... 1989, Grzebmiz
al. 2004). In the development cycle of this plant @ae distinguish the spring
period of small water needs (IV-V), early summehew water needs are increas-
ing (VI), the critical summer period of largest eraneeds, concurrent with the
phase of the most intensive development of foliagg growth of roots (VII-IX),
and the autumn period of decreasing water needisr (85 IX) (Nowak 2006).
A great influence on sugar beet yielding has fedilon, especially with nitrogen
and potassium (Nowak 2006, Wyszki et al. 2002). The progress in breeding
results in more and more efficient cultivars of augeet, and hence in studies on
a broader group of cultivars it seems necessamyaice restriction to cultivars of
similar yielding, with allowance for time trend. &lprevious investigation of the
effect of the above mentioned factors on the peréorce of the beet are con-
cerned mainly with root yield and quality paramstespecially sugar content. It
is also important to consider the yield of foliagfethe plant, which is the basic
assimilation apparatus and a valuable animal fodder

MATERIALS AND METHODS

The data came from the Stations of Cultivar EvatmatZybiszéw, Tarnow
Slaski, Glubczyce, Stupiagdrzejowska, Przectaw and Zdmtowie; which are
located in the southern belt of Poland and thusreds similar thermal conditions
for the plants. The following sugar beet cultivarsre included: Alyssa, Kujaws-
ka, Lupus, Tristan, Elan, Kassandra, Leo, Dojamaki@, Diadem, Cordelia, Nil-
la, Kutnowska; cultivated on soils of very good aymbd wheat complex from
1989 till 2005. Variation of root and foliage yiedd well as percent sugar content
in roots were tested with the regression metho@ffasted by the following fac-
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tors: rainfall during the period of smaller watereds (April-June), rainfall during
the critical period (July-September), fertilizatisith nitrogen, phosphorus and
potassium. Time trend was taken into account. Thdaiwas of the form:

y=ly +> (Bx +bx2) +bx, (1)

where: y - yield of roots/foliage (dt i or sugar content (%),
x; —rainfall in April-June (mm),
X, —rainfall in July-September (mm),
Xs — nitrogen fertilization (kg h3,
X4 — phosphorus fertilization (kg B
Xs — potassium fertilization (kg F3
X — year of investigation.
Calculations for beetroots yield and sugar contegiie conducted on a pool
of 274 cases, and those of foliage yield on 234<xas
Based on the regression equation (1), for indiMidaetors (X, i = 1...5) the
following functions were drawn:

i(xf) = bix + bix? +ci 2

where: ¢— a constant selected in such a way that the mimivalue of the func-
tion fi(x) is zero in the range studied (factor mean + stahdaviation).

The plots illustrate the effect of an individuattar on yield or sugar content.
Moreover, the range of yield and sugar contentatiari in the intervals has been
determined and optimum value of factors specified.

RESULTS AND DISCUSSION

From the analysis performed it follows that yiefdsagar beet roots was mod-
ified in a similar way by rainfall in April-June drluly-September (Tab. 1). In the
first period, in the studied range 140-240 mm, dp&mum value of factor was
223 mm. For successive months of that period, Katt independently Dzigc
determined the following optimum values of rairdalV — 50 and 17 mm, V — 50
and 62 mm, VI - 77 and 60 mm, respectively (Waesds ...1989). These values
when summed up for the three months are lower thase obtained from the
model. In the second period (July-September) tleédyof roots increased with
increasing number of rains in the whole period (320 mm) and reached an
optimum value for 310 mm. This value is lower thlhe sum of monthly rainfalls
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for the Ill quarter as determined by Dzre and Klatt (229 mm and 240 mm,
respectively).

Table 1. Modification of sugar beet yield and sugar corgehte to examined factors

Root yield Leaves yield Sugar contents
Range . .
Factor of factor ~ Opti-  Changes Optimum Changes  Opti- Changes
tested mum due to due to mum due to
value
value factor of factor factor value factor
of factor  (dt ha') (dthal) of factor (%)
Rainfall in
April-June  140-240 223 30 240 45 140 2.8
(mm)
Rainfall in
July- 150-310 310 29 310 130 150 55
September !
(mm)
Nitrogen
fertilization 110-160 160 42 114 53 160 0,3
(kg ha')
Phosphorus
fertilization 60-100 60 62 100 39 60 0,2
(kg ha?)
Potassium
fertilization 120-180 180 42 120 59 180 11
(kg ha')

" in bold — values obtained from statistically sfgrsint (p<0.05) regression coefficients.

The vyield of sugar beet roots was considerably fremtlby the use of fertili-
zation (Fig. 1). Nitrogen fertilization (at the €at10-160 kg h3 induced an in-
crease in yield of 42 dt Ha(not confirmed statistically). Boréwczak (1991)dan
Rzekanowski (1992) obtained increased yield ofgawith doses that increased
up to 140-160 kg hha
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The optimum phosphorus fertilization was found ¢080 kg ha. Larger doses
caused a decrease in beetroot yield even by 68'dtizuba (1993) reported results
that indicated at an increase of even 140 Kgihaoot yield. The difference be-
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tween our results and the literature ones may leetaldhe high phosphorus con-
tents in Stations of Cultivar Evaluation experinsef@verage 34 mg 100" gf soil).

Potassium fertilization in the range 120-180 kg laused an increase of
42 dt hd and its optimum value was reached with maximunesas 180 kg ha
Likewise, in the studies by Nowakows#t al (2007) potassium fertilization up to
166 kg h&d induced an increase in beet root yield.

The vyield of sugar beet foliage was most strongbdifired by rainfall in July-
September (Fig. 2). The difference in foliage mzetsveen the least beneficial val-
ue of 150 mm and the optimal of 310 mm was 130adt Rainfall in the period
April-June contributed less to the yield of folia§éith precipitation of 140 mm the
obtained mass of foliage was by 45 dt kanaller than with precipitation 240 mm.

Optimal fertilisation, with regard to the yield fifliage, was 112 kg Hani-
trogen, phosphorus — 100 kg'tend potassium — 120 kg hdn the ranges stud-
ied, the increasing doses of nitrogen and potassaumsed lower mass of foliage
by over 50 dt h4 whereas by nearly 40 dthalue to increased phosphorus.
These dependencies were statistically confirmeg mmthe case of nitrogen fer-
tilization. In the studies by Nowakowski (2007) thield of foliage reacted to
potassium fertilisation to the amount of 166 kg.ha

The content of sugar in roots of sugar beet wamgly modified by rainfall
in the vegetation season (Fig. 3). When analydiigygarameter, both in the pe-
riod April-June and July-September, optimal provede the lowest precipita-
tion, i.e. 140 and 150 mm, respectively. Underldzest favourable conditions in
the first part of the vegetation season (240 mmfa#l) the content of sugar in
roots was by 2.8 pp lower. Sugar content was losvex@n more by rainfall in the
second part (July-September). With maximum rainfall0 mm) this parameter
was lower by 5.5 pp relative to the value with dpimum rainfall of 150 mm.
The significant negative, linear relationship begwesugar content and rainfall in
the whole vegetation season was obtained by Niaditel (2007) in a regres-
sion model.

Sugar content in roots of sugar beet did not dependitrogen and phospho-
rus fertilisation, whereas this parameter was @®ed by 1.1 pp due to potassium
fertilisation. Préba-Bialczyk et al. (2001) and Borowczalkt al. (2006) have
found a significant decrease in sugar content imitheasing nitrogen fertilisation
when investigating the substantially broader rarafel variation 0-240 kg ha
and 0-150 kg hj respectively. Niedbatet al. (2007) in a regression model
showed a negative, linear relation between sugateab and phosphorus fertilisa-
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tion. In turn, Nowakowsket al. (2007) found an increased sugar content in root
pulp due to potassium fertilisation of 166 kg*ha
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CONCLUSIONS

1. In cultivation of sugar beet in south Poland priatpn in April-June
and July-September modified the yields of roota similar manner, i.e. approx.
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30 dt h&. In the case of leaf yield decisive were rainfalishe summer period
(increase by 130 dt Hx Precipitation in July-September decreased scgatent
by 5.5 pp, and that of April-June — by 2.8 pp.

2. The yield of sugar beetroots increased owing tiogén and potassium
fertilization (optimum: 160, 180 kg Harespectively), and that of leaves by due
to phosphorous (optimum: 100 kghaPotassium fertilization caused an increase
in sugar content, whereas fertilization with niteagand phosphorous did not af-
fect it significantly.
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2. EFFECT OF PRECIPITATION ON YIELD AND SUGAR CONEENT
OF SUGAR BEET IN EASTERN POLAND

Zenobiusz DmowskiHalina Dzieyc®, Kazimierz Chmura

Institute of Landscape Architecture, Wroctaw Unaigr of Environmental and Life Science
*Departament of Spatial Economy, Wroctaw Universitfnvironmental and Life Science
pl. Grunwaldzki 24, 50-363 Wroctaw, Poland

e-mail: halina.dziezyc@up.wroc.pl

INTRODUCTION

About precipitation requirements of sugar beet,ciwhare fundamental for
that plant cropping (Water requirements ...1989, Giszet al, 2004), it is spo-
ken with reference to determined optimal rainfadlsdividual months, agrofeno-
logical phases or decades of vegetation seasorefW&quirements ...1989, Pa-
nek 1993). It is, however, known that rainfall reqgments of a plant in a given
period are determined, to a considerable degreg¢hdymount of rainfall that
occurred earlier. Hence, when studying the effécaimfall on the size and quali-
ty of a crop, it is advisable to consider the iat#ion between rainfalls in individ-
ual periods.

In the development cycle of sugar beet can bendigished the spring period
of small water requirements (IV-V), the early sumrperiod of increasing needs
(V1), the critical period of greatest water needsim intensive development of
leaves and roots (VII-IX) and the autumn periodie€reasing water requirements
(after 15 1X) (Nowak 2006).

In simple terms, with regard to water requiremetiis, vegetation season of
sugar beet can be divided into: the spring stageri--June and summer stage —
July-September. Making allowance for the interactd rainfalls in the two pe-
riods, one can precisely answer the question: wbichbinations of the two fac-
tors are more and which less favorable, and wtigrdhces (in root and leaf
mass, sugar percentage) they cause, and to wieat extainfall of the first period
determines the water requirements in the seconddoer

MATERIALS AND METHODS

Data were taken from stations of cultivar valuatiocated in eastern Poland:
Krzyzewo, Czestawice and Bezek. The following varietiéssugar beet were
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considered: Alyssa, Kujawska, Lupus, Tristan, Eldassandra, Leo, Dojana,
Saskia, Diadem, Cordelia, Nilla, Kutnowska, cultac on soils of very good,
good and faulty wheat complex from 1991 to 2005e TAariation in root and
leave yield of sugar beet that was due to predipitain the spring period of
smaller water needs (April-June) and precipitaiiothe summer, critical period
(July-September). The time trend was considered.fétowing regression mod-
el was applied:

y=b0+b1X1+b11X12+b2X2+b22X22+b3X3 (1)

where: y — root yield, leaf yield (dha®) or sugar content (%),
X; —precipitation in April-June (mm),
X, — precipitation in July-September (mm),
X3 — year of study,
b;,b; — regression coefficient.

Calculations for the yield of beet roots and sugartent were done on a set
of 142 cases, and those for leaf yield on 133 cades coefficients of multiple
correlation for the yield models of root, leaf asuiyar content were 0.67; 0.65
and 0.65, respectively.

Based on the regression equation, the dependehtfesyield of roots, leaves
and sugar content on spring and summer precipitatiere plotted. For; was
assumed the mean of the variable. The range dlatairariation in 1V-VI and
VII-IX was the mean * standard deviation. The yigllue was calculated for
some sets of factors and the optimal and the Edsintageous set were deter-
mined. It was found what is the optimal precipdatiof the summer period for
various precipitation values in the spring period.

RESULTS AND DISCUSSION

The variation of precipitation in April-June in thange 119-215 mm and in
July-September in the range 124-266 mm modifiedntlags of sugar beet roots
considerably (Fig. 1). The yield of 763 dt'v@ached with the most optimal set,
i.e. spring precipitation 119 mm and summer — 288, was by 113 dt Ra
(17%) higher than with the least favorable preaiion, i.e. 215 and 124 mm,
respectively. An increase in precipitation in thexripd 1V-VI caused a decrease
and in the period VII-IX an increase in the yidite effect of the summer precipi-
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tation being stronger. The optimum value of the m@m precipitation did not
depend on the spring precipitation and was 266 Trab.(1).

Dziezyc et al (1987) have summed up the decade optimum pratgit for
sugar beet for east Poland, which summed overdhedlV-VI are 136 and 156
mm depending on region; whereas in the period XIFR223 and 221 mm. Klatt
(Water needs ... 1989) reported monthly precipitatéen optimal, which for
spring period were 160 mm and for summer period r24@ For both the author
cases these values are higher for IV-VI and loweMil-IX than the obtained in
this research. On the other handshi&wski (1991) differentiated water needs of
sugar beet in relation to soil compaction. Thus lifght soils the optimum preci-
pitation in V-Vl was 185 mm and for heavy soilsl49 mm; whereas for the
period VII-IX the values were 362 mm and 246 mnspexctively. Values of op-
timal precipitation for heavy soils were close iode obtained in our study. Rud-
nicki et al. (1997), when analyzing the effect akgpitation in individual
months, noticed that rainfalls in May and Junerartadvantageous when July is
dry, this partly confirming the set of factors wat ¢pr the lowest yield of roots.

The yield of leaves was markedly stronger modifigdsariation in precipita-
tion than that of roots (Fig. 2). Under optimum ditions, with lowest rainfall in
the months IV-VI (119 mm) and highest in VII-IX (@6nm), the yield amounted
to 598 dt had, and was by 245 dt Hg58%) greater than under the least favour-
able conditions: rainfall in IV-VI — 119 mm and m&ll in VII-IX - 124 mm.
Analysing the obtained model, it was also found thptimum rainfall of the
summer period was affected by rainfall of the spreriod. Thus, for the lowest
value of spring rainfall the optimum was 266 mnr, fftean value — 223 mm, and
for the highest value — 181 mm. A greater springfad had a positive effect on
leaf yield when rainfall of the summer period wa#/| and negative when they
were high. With maximum rainfall in both the persatie yield fell to 356 dt Ha

Precipitation caused sugar content in sugar beés ro the range 17.6-19.2%.
Maximal contents were reached with low values oifrgpand summer precipita-
tion (119 i 128 mm) (Fig. 3). Other sets of the ti@otors proved unfavourable,
the least favourable being the set of the two prttions occurring at a maxi-
mum. For an average and high spring rainfall thiinapm rainfall of the summer
period was 150 i 172 mm, respectively. However, ltheses in sugar content
caused by a too high spring rainfall proved todmeliigh to compensate in a later
period. A significant, linear relationship betwesugar content and precipitation
in the whole vegetation season was obtained byhdiegt al (2007).
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Table 1. Sugar beet yield and sugar content in roots asraemt on April-June and July-September
rainfall

VII-IX rainfall (mm)
Optimal The least

Optimal case of  favourable
VI-X IV-VIland  of IV-VI
Factor tested . avera- maks. rainfall for
min. - VII-IX and VII-IX
ge max. fixed IV- : .
124 266 VI rainfall rainfall rainfall
195 (mm/mm)  (mm/mm)
Roots yield (dt hd)
min. 119 710 741 763 266
IV-VI
rainfall average 167 683 721 751 266 119/266 215/124
(mm)
max. 215 650 697 735 266
Leaves yield (dt b3
min. 119 253 512 598 266
IV-VI
rainfall ~ average 167 365 520 503 223 119/266 119/124
(mm)
max. 215 425 477 356 181
Sugar content (%)
min. 119 19.2 19.0 18.1 128
IV-VI
rainfall average 167 18.7 18.6 17.9 150 119/128 215/266
(mm)

max. 215 18.0 18.1 17.6 172
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Fig. 3. Sugar content in roots of sugar beet as depenglentainfall in April-June and July-
September

CONCLUSIONS

1. An optimum set for best crop of sugar beetroots leagles was the fol-
lowing: April-June rainfall — 119 mm (minimum) arddily-September rainfall —
266 mm (maximum). The least favourable for rootd/i@as the set in which the
highest precipitation in April-June (215) was acpamied by the lowest precipi-
tation in July-September (124 mm), and for leavashen precipitation in both
the periods was the smallest (119 mm and 124 mm).

2. The highest sugar content was obtained when raiofa\pril-June and

July-September was at a minimum (119 mm and 124, mng) the lowest when it
was at a maximum (215 mm and 266 mm).
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PREFACE

Spring frosts are a big threat for a fruit treereotr growth and development,
which effects in crops amount and quality. Decreassr temperature below’O
causes ice forming in plant tissues. Ice crystals lourst cells from inside and
lead to sinking, for example fruit trees young b(fRedrigo 2000).

In moderate latitudes occurrence of spring decse@msair temperature below
0°C depends not only on height a.s.l. and area rddigfalso on the character of
atmospheric circulation . Analysis of data from ewblogical stations provides
to general results about frost occurrence in time space variability. More in-
formation about frost genesis we can obtain by engithg synoptic situations
which favor frost day occurrence in first two montif vegetation period.

In agroclimatic and climatic literature, frost oc@nce on the area is most of-
ten characterized as mean number of days with iinasingle months. Moreover,
frost sequences with specified length and frognsity (air temperature decrease
below OC size).

Characteristic frost (on 5 and 200 cm a.g.l.) iae Whole country area was
made by Pigak (1955) and Kéminaski (1976). In regional scale this issue was
worked out by Kotodziej and ¥grzyn (2000a, 2000b) (Lublin region) and also
Dragaiskaet al (2004) (north-eastern Poland).

DATA AND METHODS

An object of this work is a general characterisfirost occurrence space va-
riability in two spring months, April and May, ihé eastern Poland, in the period
of 1988-2007. For majority of orchard plants, sgrfrosts are widely more dan-
gerous than autumn (kminski 1976). Moreover, on average, the break of March
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and April the beginning of the vegetation periodiserved in this part of coun-
try (Wegrzyn 2007). It is important that in the end of 8@ s the beginning of
a new circulation epoch is dated, which has thladsgtjzone index in the XX cen-
tury (Degirmend4i et al. 2000).

The analysis is based on the air temperature ma@asuts at height 200 cm
a.g.l., which were made on 17 meteorological stati(therein two stations from
western Belarus and Ukraine — Table 1).

Table 1. Localization of meteorological stations

No Meteorological station Latitude Longitude Aliiter a.s.1. (M)
1 Bezek 51°11 23013 225
2 Biatystok 53007 23011 139
3 Brzes¢ (B) 52007 23°41 143
4 Czestawice 51°19 22°18 205
5 Felin 51°14 22°38 215
6  Kielce 50051 20°37 268
7 Lublin-Radawiec 51°13 22924 240
8 Przemyl 49048 22048 237
9 Rzeszow 50°06 22°03 200
10 Sandomierz 50041 21°43 202
11  Siedice 52°11 22°16 146
12 Tarnéw 50°02 20°59 209
13 Uhrusk 51°18 23037 180
14  Warszawa-Oécie 52°09 20059 106
15 Wiodawa 51°33 23033 175
16  Wiodzimierz Wohaski (U) 50°50 24°19 194

17 Zamai¢ 50°42 23°183 212
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Data are from archive of Agrometeorology Departhdriife Sciences Uni-
versity in Lublin and from climatological databdsational Climatic Data Center
(NCDC NOAA). Data from NOAA were checked by comparirandom air tem-
perature values with data from listings IMGW (Kieyska 2007). In result there
were no significant differences.

All day was summed, within which minimum air temgteire was below or
equal to 6C and daily mean air temperature reached positakeev Next, sepa-
rately for every month and every meteorologicatista there was listed mean
number of days with frost, also in specified amperature ranges (0 to —2°C; —
2.1 to —-4°C; -4.1 to -6°C; <-6°C) and occurrenciasit sequences with different
days number (1, 2, 3, 4 i >4 days).

Days with frost were summarized with circulatiopéyg according to Hess-
Berezowsky typology, what let to point this synogituation, which provides the
most often decrease in air temperature beld@ i@ April and May. Conditional
probability (%) was calculated for each type otuglation. It means the number
of day with frost, which were recorded during tleewrence of a type, in relation
to the number of days with this type of circulation

RESULTS AND DISCUSSION

In the analyzed period of 1988-2007, the highesainmeumber of days with
frost in April was noticed in Biatystok (10.9 dayahd Kielce (8.8 days). The
lowest number of these days was noticed in Prieanyd Sandomierz (4.6 and
4.7 days — Fig. 1la; Tab. 2). In May, such days moftstn occurred in Biatystok
and Warszawa (average 2 days) and sometimes inkB&sndomierz and
Tarnéw (0.3 day — Fig. 1b; Tab. 2). Increase ofage number of days with frost
from Sandomierz Hollow area toward Podlaska Lowl@dinquestionably re-
lated to the increasing of northern east climateptrature continentalism. Some
aberrations of direction of these changes are dabgeaelief and altitude effect
(e.g. Roztocze area). Referring to the results @b#ziej and Wgrzyn (2000a),
from the years 1971 to 1990, can be generally caoled that the analyzed area in
the last period reported fewer days with frosthldatApril and May.

Important characteristics are frost sequences,usecaingle and intensive
frost causes smaller damages than milder, but oonguseveral times day in and
day out (Bednarek and Liniewicz 2007). In April,eastern Poland, most often 1-
day frost shows (at most — 2 cases — in Bialyst®kb- 2). The longest sequences
(>4 days) were noticed in this month on averagean@ years in Rzeszéw,
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Siedlce and Zanio and little more often in Biatystok. In May, frosequences
above 3 days occurred only in few meteorologicatiehs (average once for dec-
ade). Moreover, in April, 1-day frosts were 22.7%¢day — 20.8%, 3-day —
15.0%, 4-day — 12.9% and over 4-day was 28.6% w0éigd number of days with
frost. However, the share of these sequences iy station is very different. In
May, there is shown a distinct disproportion betwé#e shortest and the longest
sequences: 1l-day are 44.7%, 2-day — 28.7%, 3-d&3.3%, 4-day — 6.8% and
over 4-day only 7.5% of general number of days wiist.

2 P 23 u 2 7 % w
L L L N L L L |

Fig. 1. Average number of days with frost in April (a) addy (b) in period 1988-2007

In April in all stations, the most frequently oceedl mild frost (-2.0°G tyin <
0.0°C — Tab. 3). A view space variability of averagimber of days with stronger
frost (second and third range; Fig. 2a and 2bkes o the general average num-
ber of days with frost (Fig. 1), which raises towd?odlaska Lowland. Very
strong frost i, < —6.0°C) was very rare and not in all stationscéoa several
years in Bialystok and Kielce). In May mild frogepailed too, and days withy,
< —4.1°C showed episodically.
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Table 3. Average days with frost in defined intensity rangéminimal temperature in period 1988-
2007

<0; —2°C> <-2.1; -4°C> <-4.1;-6°C> <-6°C

Meteorological station
\Y \Y, v \Y v \Y v \Y

Bezek 34 0.2 14 0.1 0.4 -

Biatystok 6.0 1.4 3.2 0.6 1.3 0.1 04 ~

Brzes¢ 3.7 0.5 1.7 0.5 - -

Czestawice 4.0 0.5 15 0.1 0.4 0.1 0.1 —

Felin 3.4 0.8 1.4 0.3 0.1 - 01 ~

Kielce 5.5 1.2 2.0 0.1 1.0 0.1 03

Lublin-Radawiec 3.8 0.5 1.6 0.2 0.3 01 ~ -

Przemyl 3.2 0.4 1.3 0.1 0.2 -~ 0.1
Rzeszow 5.0 0.9 1.9 0.2 1.2 01 ~ -

Sandomierz 3.1 0.3 1.3 - 03 - -
Siedlce 4.7 0.8 25 0.4 07 0.1 -
Tarnéw 2.8 0.3 15 0.1 09 0.1 -
Uhrusk 3.8 0.5 2.2 - 04 - -
Warszawa-Okcie 5.1 1.4 2.2 0.6 0.4 01 -
Wiodawa 4.9 1.0 1.8 - 05 0.1 -
Wiodzimierz Wotyiski 4.3 0.4 2.0 0.1 04 -
Zamaié 4.6 0.8 2.2 0.2 12 0.1 B

The addition to researches about occurrence ohgrosts in eastern Pol-
and is the characterization of circulation condifiopropitious for periodical
decreases in air temperature belo¥€.0The characteristic feature in April and
May over Lublin region is the increased frequenéyatic air masses advec-
tions (Kaszewski 2008).
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Fig. 2. Average number of days with frost in April and Ma&jatively to intensity: ranges <-2.1; —
4.0°C> (a) and <—4.1; —6.0°C> (b)

In this work synoptic situations over Central Ewraguring days with frost
were analyzed. Analysis was based on a calendaraofiation types ,Grosswet-
terlagen” (GWL) (Gerstengarbet al. 1999) made by Hess and Berezowsky,
where main criteria are: direction of air massesenand kind of dominant pres-
sure system (Tab. 4).

In April in Central Europe about 60% of days withst occurred during cir-
culation types belonging to two from ten subgrouperidian circulation with air
advection from north (349 a, Nz, HNa, HNz, HB, TrjMand combined circula-
tion with advanced high pressure system over Ceitreope (25,2%HM, BM).

In the first subgroupiNa type stood out (12.6%; Fig. 3a, Tab. 4) whichdedi-
tioning advection of cold arctic air masses (advedrosts) from northern sector.
In the second subgroupM type stood out (18.8%; Fig. 3b) which in spring fa
vors decrease of air temperature belo¥€ @uring cloudless nights (radiative
frosts). During analyzed 20-year peridtila type was shown in April more rarely
than BM type, that conditional probability frost occurrenwith HNa type was
high and reached almost 50%.
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Table 4. Listening of circulation types (after: Ustrnul aGdekierda, 2002) and occurrence frequen-
cy (a) (%) and conditional probability (b) (%) inpAl and May during days with frost

Nr  Symbol Type description April May

a (%) b (%) a (%) b (%)
1 Wa anticyclonic westerly 1.2 18200 0.0
2 Wz cyclonic westerly 69 15829 11
3 Ws south-shifted westerly - = - -
4 Ww  maritime westerly (block E.Europe) 0.2 24 -
5 SWa anticyclonic south-westerly 40 2150.0 0.0
6 SWz  cyclonic south-westerly 07 43 52 29
7 NWa  anticyclonic north-westerly 0.7 34754 75
8 NWz  cyclonic north-westerly 44 30713 25
9 HM high over Central Europe 6.3 42481 126
10 BM zonal ridge across Central Europe 18.8 3114.1 3.7
11 ™ low over Central Europe 12 74 00 0.0
12 Na anticyclonic northerly - - 15 40
13 Nz cyclonic northerly 46 42915 30
14 HNa Icelandic High. ridge C. Europe 12.6 46.43.1 155
15 HNz  Icelandic High. trough C. Europe 01 28 00 00
16 HB high over the British Isles 8.2 50.024 34
17 M trough over Central Europe 85 21.38 6.9
18 NEa anticyclonic north-easterly - - 0.0 0.0
19 NEz  cyclonic north-easterly 1.7 59.90.0 0.0
20 HFa  Scandinavian High. ridge C. Europe 1.8 81083 03
21 HFz  Scandinavian High. trough C. Europe 6.5 28680 0.0
22 HNFa Scandinavia — Iceland. ridge C. Europe 3.7 51204 8.1
23 HNFz Scandinavia — Iceland. trough C. Europe 14 2%3 -
24 SEa  anticyclonic south-easterly 1.7 16.30.0 0.0
25 SEz  cyclonic south-easterly 0.0 00 40 106
26 Sa anticyclonic southerly 0.0 0.0- -
27 Sz cyclonic southerly 0.0 0.0—- -
28 B low over the British Isles 02 22 00 00
29 TrW  trough over Western Europe 48 92 00 0.0
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Fig. 3. Circulation type#diNa (a),BM (b), HM (c) i HNFa (d) according to Hess-Brezowsky circula-
tion typology

In May, 81% of days with frost was related withethrcirculation types sub-
groups: meridian circulation with advection of amasses from north (32.3%),
combined circulation with advanced high pressurgtesy over Central Europe
(28.3%) and meridian circulation with advectionaif masses from northern-east
and east (20.4%iNFa, HNF3. In the first subgroup, similar to April, in sudays
HNatype dominated (13.1%; Tab. 4), in the second rewlpgHNFa type increased
in importance (Fig. 3d), which was shown six timasre often than in April.

CONCLUSIONS

1. Average number of days with spring frosts in easRwland in the period
of 1988-2007 increased toward north (beside areavdem Rzeszéw and
Zamdai¢). In April there were six times more such day®odlaska Lowland than
in Sandomierz Hollow and surroundings of Przé&iniipn May almost 2 days).

2. In all meteorological stations 1-days frosts dortéda In April, over 4-
days sequences had the biggest share in total muwhldays with frost. In May,
even 2-days sequences was a rarity.
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3. The most frequently mild frosts occurred (-2.8°G,i, < 0.0°C), on aver-
age from 2.8 days in Tarnow to 6.0 days in Bialigsiithe biggest air temperature
below 0°C decreases was noticed more rarely, bilteinmajority of stations and
sometimes in all stations simultaneously.

4. Since the end of the 80 s of the XX century, frdbes most often oc-
curred in April with advanced high pressure systsmar Central Europe and dur-
ing arctic air masses advection from northern settdVay, frosts occurred often
enough during appearance over Scandinavian Peaiassirong high, which de-
termines arctic air masses advection from norteest.

5. Frosts space variability in eastern Poland is ncoraplicated yet, if we
allow for local depressions of land and slope eitjors
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INTRODUCTION

Success in wine growing and wine making is higldyermined by natural fac-
tors, environmental conditions of vineyard whausuially expressed with a term
terroir (Gladstones 1992). This French term is the comioinatf climate, soil and
landscape factors, such as temperature and raitidailbution within the growing
season, soil acidity, water retention, exposursutaight and slope and drainage.
The influence of climatic conditions is observeddnal and regional scale and is
very important for analyzing the area suitability firapes (Tonietto and Carbon-
neau 2004). While searching for the best locatfonsineyards the first step is to
determine the areas with the most favourable céincainditions in regional scale
and after that to identify other factors like spgjeology and local climate.

Poland has long lasting tradition of vine prodmtiwhich started in 10-11
century, especially for religious and ritual purge€erelik 2003). Other Central
European countries, like Czech Republic, Slovakid Hungary also have very
long viticulture tradition, which has been obsergiuce the early Middle Ages
till nowadays. In contrary to other countries o tlegion, since the beginning of
16" century reduction of the vineyards area can bergbs in Poland, and it was
slow but continuous till the ﬁbcentury, due to various factors, mainly of eco-
nomic and social origins. However, for the last3years there is a strong ten-
dency of foundation of new and revival of old viaeys in Poland. Longer and
warmer growing season noted over the last decatieni@ewski and Rotzer
2001; Menzekt al. 2003), higher monthly and annual temperaturesimednse-
quence better overall thermal conditions expresse@éxample by such agrocli-
matological indices like Sum of Active Temperatu{AT) and Growing Degree
Days (GDD), are the reasons for the recent chamgesne industry in Poland.
Before founding the vineyard the climatological lgeis should be done, espe-
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cially to recognize the climatic conditions in extre years (particularly the cold-
est and driest ones) as these years can be cfocikheyard existence and the
quality of crops.

The main aim of this paper is to recognize theawea, climatological suit-
ability for growing wine grapes in Poland. Spatstterns of two agroclima-
tological indices: SAT and GDD in extreme yeard©99-2008 decade are calcu-
lated with methods available through Geographinédrimation Systems (GIS),
presented and discussed with respect to the waggegr demands. The same
analysis is performed for selected Central Europmamtries: Czech Republic,
Slovakia and Hungary, to show the climatologicaleptial of Poland for wine-
grapes production.

DATA AND METHODS
M eteor ological data and climatological indices

The daily meteorological data from 145 meteorolabistations in Central
Europe (Poland, Czech Republic, Slovakia, Hungang its surrounding (Ger-
many, Slovenia, Ukraine, Belarus, Aus-
tria, Croatia) are used to derive spatial
patterns of selected agroclimatological
indices (Fig. 1). The measurements
e from Germany, Slovenia, Ukraine, Bel-
| arus, Austria and Croatia are also used
in interpolation to derive realistic spa-
tial patterns of climatological indices at
the boundaries of the main countries of
interest: Poland, Czech Republic, Slo-
vakia and Hungary. All data originated
in the decade 1999-2008. Data was
obtained from GSOD database (Global
Summary of the Day, ftp.ncdc.noaa.
gov/pub/data/gsod). Missing values
were complemented using regression
techniques basing on the measurements

Fig. 1. Study area and location of meteorologifrom the closest stations.
cal stations

52N

.
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Based on meteorological analysis, year 2004 wasdida be the one with
the coldest of the period 1999-2008, with the |dasburable SAT and GDD
conditions for wine-growing in Poland. Year 2006svwaund to be the warmest in
terms of SAT and GDD. The same situation was oleskeiw the rest of the ana-
lyzed countries: Czech Republic, Slovakia and Hangapatial patterns of SAT
and GDD for these extreme years are further predeand discussed.

Based on the daily climatological data two common$ed parameters for
wine-growing are derived: GDD and SAT. The indiegs calculated separately
for year 2004 and 2006 for all meteorological stagiin the study area and inter-
polated with the method described below to showsiptes range of the year to
year variations in the spatial context.

GDD (Growing Degree Days) can be used to descrhibevine’s ability to
mature as high quality crop in the northern henmgsph/Amerine and Winkler
1944, Winkleret al. 1974), and is calculated with the formula:

3110 T +T ] + .
GDD = (w —10°C) for Tmax 5 Tmln >10°C (1)

104

whereTyax IS the maximum daily air temperatui®y;, is the minimum daily air
temperature.

GDD is calculated similarly to SAT, but the cldigsition is used especially to
describe suitability of the area for wine-growingthout any varieties (Tab. 1).
All these classes are marked on GDD maps, andréd@edd each is calculated for
the average, warmest and coolest year.

Table 1. Growing Degree-Days’ (°C) suitability classes footclimate regions (Winkler 1974)

Class GDD Suitability
1 > 1389 Most suitable
2 1165-1389 Good suitability
3 945-1164 Fair suitability

4 <945 Questionable suitability
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SAT (Sum of Active Temperatures) is the sum of meaity air temperatures
equal to or higher than 10°C from the period frahApril to 3% October (Jones
and Davis 2000). It is calculated as:

3110 + )
SAT= Z—Tmax Toi for

104

Tmax + T

—max___mn >10°C (2
2

whereTax IS the maximum daily air temperatui®y;, is the minimum daily air
temperature.

SAT is considered to be one of the most importaetrhal parameters used in
viticulture, together with GDD. While GDD is usedl describe the general suit-
ability of the region for wine grapes cultivatid®AT is oriented on varieties and
their ripening abilities. Each wine grape variesigot its own minimum average
SAT value required during the vegetation periodxT2). The maps of SAT, cal-
culated for the study area, were reclassified towskhe classes proposed by
Mysliwiec (2003, Tab. 2).

Table 2. SAT (°C) and ripening ability of groups of varietie

Class Varieties SAT (°C) Selected varieties
1 No varieties <2000 No varieties or some hybridetees
2 Very early ripening 2000-2200 Reform, Iza Zaliwska
3 Early ripening 2200-2500 Cardinal, Cascade, Aurora
4 Moderately early ripening2500-2700 Traminer, Seyval blanc,

5 Late ripening 2700_2900P|not blanc, qukat Hamburg, Cabernet
Sauvignon, Merlot
Muskat of Alexandria, Pinot noir,

6 Very late ripening >2900 Riesling, Chardonnay

Spatial interpolation of SAT and GDD

Spatial patterns of climatological indices desdfitabove are derived with
multiple linear regression method (MLR). MLR is avfea few multi-dimensional
interpolation schemes which are used in climatol@ynew and Palutikof 2000,
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Ustrnul and Czekierda 2003, Szymanowski and Kr#0? The MLR interpola-
tion scheme is used in this paper as it outperf@msple interpolation algorithms
in terms of cross-validation errors. The MLR altjum was earlier tested for in-
terpolation of, among others, GDD and SAT for SWaRd, and the results were
quantitatively compared with kriging and inversstdince weighting algorithms
by Szymanowskét al (2007).

The MLR interpolation scheme is supported by appbo of various spatial pre-
dictors (independent variables). Here, the spat@htinuous independent variables
were derived from the digital elevation model (30 500 m grid) to describe the
morphological relations over the study area. Siedily significant predictors were
identified with the stepwise method and included the regression model.

The potential spatial predictors used here for ipleltregression analysis can
be merged into seven groups:

e average elevation index (AEl), the height abovesthe level is averaged
using focal mean filter within the circle-shapedanf specific radius for
each raster element to remove small terrain festwrbich do not have
significant effect on air flow,

e concavity-convexity index (CCIl), calculated as Headence between the
raster height and the AEI, to describe the efféahe cold valley bot-
toms. The positive/negative value of this predicioggests that the given
raster is higher/lower than its surroundings antherefore located on
convex/concave landform,

« foehn index (FI), is calculated in three steps (Bayowskiet al 2007).
First, the highest raster in given sectors andcdgst is found, with 90 de-
grees sectors in S, SW and W directions consid&edond, the highest
elevations found in all sectors are averaged. Kintie difference be-
tween the averaged maximum and the actual rastealdésilated. When
the difference is large, the foehn effect is expe¢b appear and the areas
with higher values of Fl are supposed to be waithmam its surroundings.

« other DEM-related predictors like slope, profiledaiangential curvature
are calculated using standard GIS procedures,

e solar radiation for the area is calculated with tlsein model (Hofierka
andSuri 2002). The monthly averaged potential (i.eacleky) global so-
lar radiation is calculated for the growing sea&spril-October),

e coordinates - easting (X) and northing (),

» the distance from the sea, calculated with thedst@ahGIS buffer zones
analysis.
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The sets of statistically significant predictorsrevdound with the stepwise
method, separately for each interpolated climaioldgparameter and included
into the MLR model. Apart from the statistical siigance of the independent
variables included, their relation with the intdgied climatological phenomena,
given by the sign of the regression coefficintvas also analysed to assure the
physical background of the regression model. TheRMhodels were spatially
extrapolated to derive maps of climatological iedidor the study area. This was
possible because all independent variables werenkror the whole study area
and available in the form of spatially continuouks @aster layers. The SAT and
GDD maps were reclassified using viticulture clisations presented earlier
(Tab. 1 and Tab. 2) to delineate the most favoeratnsidering the thermal con-
ditions, areas for the wine-growing in Poland aetected Central European
countries. The total area of each class was cagmlf@r each country and com-
pared.

RESULTS AND DISCUSSION

For each considered climatological parameter séparet of independent
variables was used in the interpolation procedbm. SAT three independent
variables were found to be statistically significaamd were included into the
MLR model: AEI, X and Y. In case of GDD, the sanmelependent variables
were used together with the distance from the Kkae local spatial predictors
like Foehn or concavity/convexity indexes, were statistically significant. This
is probably due to large spatial extend of regmmwhich the maps are prepared.
On the other hand, this may be linked with the fiocaof the stations available
for interpolation. Final maps for the study area presented on Figure 2 and 3.

For the cold year 2004, the dominant area of Polaraf questionable suit-
ability for wine growing in terms of GDD classifitban (Fig. 2, Tab. 3). How-
ever, there are also extensive areas (36% of thetig) of fair suitability. These
are located mainly in SW and S part of Poland. \warm year 2006, also c.a
40% of the country area belongs to class of faitability for wine growing.
These are located mainly in NE and E part of Poldh@ remaining regions (ex-
cluding mountains in the south) are of good suitglfor wine grapes cultivation
if warm year is considered. Noticeably, even if femest year of the 1999-2008
period is considered, there are no areas of “matilde” class, which is present
in all other countries selected for comparison.aRdlseems to have the similar
share of GDD classes to Czech Republic for bottl aod warm years. Slovakia
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has extensive areas (c.a. 30% of the country) ofl guitability, for both cold and
warm years. Hungary has the most stable thermadittons, with the highest
share of the most suitable class, for both yeabg 2t0id 2006.

Table 3. GDD variability for chosen countries in extremesge(in % of total area of the country)

Poland Czech Republic Slovakia Hungary

GDD
2004 2006 2004 2006 2004 2006 2004 2006

Questionable
63.99 2.46 65.42 13.10 4349 2566 050 0.10

suitability

Fair suitability 36.01 40.11  32.94 4991 27.07 2272 480 0.82
Good suitability 0.00 57.43 1.64 35.83 29.44 2705 5058 7.87
Most suitable 0.00 0.00 0.00 116 0.00 2450 4412 9121

b)

Fig. 2. GDD classification for general suitability for vdrgrowing in extreme years of period
1999-20008: a) 2004 b) 2006
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Spatial patterns of SAT in Poland are in generateed similar to GDD (Fig. 3).
For the cold year 2004, SAT values noted in Polamrdsufficient for very early
to late ripening varieties of wine grapes. Areaable for late ripening overlap
with the GDD class of fair suitability for wine gres cultivation. The regions
suitable for late ripening varieties are extensara exceed 19% of the total area
of Poland for cold year 2004 (Tab. 4). There areagions suitable for very late
varieties, if cold year is considered. Only 1.5%tw country area is not suitable
for wine grapes varieties (mostly mountainous megion the south and small
region in the NW). For the warm year 2006, mostar&Poland is suitable for
late and very late ripening varieties. The largangies in spatial extend of SAT
conditions for extreme years can be therefore #itigrfactor for very late ripen-
ing varieties of wine grapes and, in some areas,fal late wine grapes.

Fig. 3. SAT classification for wine grapes varieties treme years of period 1999-20008:
a) 2004 b) 2006

Large changes in extend of areas suitable for @iowing, in terms of SAT,
are also the case of the Czech Republic, but asepi@nounced for Slovakia. The
most stable SAT conditions are found for the sautim@st country of the study
region — Hungary, for which areas suitable for viatg ripening varieties cover
almost 97% of the country in 2004 and over 99% 006 The reason for such
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climatic conditions is that Hungarian climate istqmsed of Mediterranean, At-
lantic and Continental elements. High mean tempegaand dry and sunny au-
tumn is favourable even for high quality wine-grawi

Table 4. SAT variability for chosen countries in extremeg(in % of total area of the country)

Poland Czech Republic Slovakia Hungary
SAT
2004 2006 2004 2006 2004 2006 2004 2006

No varieties 1.44 0.45 7.64 199 17.87 8.60 0.02 0.00
Very early ripening 253 0.46 9.55 252 891 582 0.08 0.01
Early ripening 2901 170 3384 957 1465 1289 0.38 0.12
Moderately late

ripening 4792  3.83 26.00 17.60 1130 9.72 064 0.24
Late ripening 19.10 26.16 17.41 28.45 10.76 1141 2.09 0.57

Very late ripening  0.00 67.39 5.57 39.86 36.57 51.56 96.80 99.06

CONCLUSIONS

1. In this paper spatial patterns of SAT and GDD weleulated and analysed
in context of wine-grapes cultivation. The SAT &DD conditions, calculated for
warm and cold years for Poland, were compared etfthr Central European coun-
tries, which are well known from production of goqgdality wines: Hungary,
Czech Republic and Slovakia. The results show #vatn if the coldest year of the
period 1999-2008 is considered, there are stikbrestve areas in Poland with fair
suitability for wine grapes cultivation, also faté ripening varieties. These areas
are located mostly in SW and S of the country. i&pektend of the most suitable
SAT class may however change from none to over @DRAT if the thermally
extreme years are considered. Much more stabletmmware noted in Slovakia
and, particularly, in Hungary. Czech Republic seanisave quite similar to Poland
thermal conditions for wine grapes cultivation.

2. The significant changes in suitability of the givamea, in terms of SAT and
GDD, may be a limiting factor for cultivation of modemanding varieties of wine
grapes in Poland. In terms of GDD, large areaseotral and NW Poland may
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change from questionable to good suitability fonevgrowing, if cold and warm
years are analysed. For the same areas, SAT clemsehange from very early to
very late ripening. For these regions wine grapdtivation can be hazardous.

3. To extend the knowledge on climatological suit&pitf Poland for wine
grapes cultivation, other climatological factorsshl also be considered in fu-
ture, including annual average air temperature {&ndariation), temperatures of
the warmest month etc. Temperatures of the warmesth should be mentioned
here, as it is found that the highest SAT valudhiwithe growing season do not
guarantee better and higher yield if the tempeeaturthe warmest month is not
high enough (Madej 1952). More complex climatoladjidescription of the area
of Poland, in context of wine grapes demands, pvitbably decrease the overall
land area suitable for vineyards, delineated orbttsés of SAT and GDD only.
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INTRODUCTION

The area of maize cultivation for grain in Polares lsignificantly increased
over recent history (Lipski 2003). Nowadays, mam®duction for grain is
located not only in southern parts of Poland, dab an the northern regions
(Adamczyket al. 2008). One of the reasons for such expansioreisnitrease of
climate suitability for maize production in the tteern parts of Poland (Kozyra
and Gorski 2004, Gorski 2007). Such availabilitysvearlier presented in climate
change impacts publications, where authors usirepglogical models showed
that a rise in temperature would significantly ioye conditions for maize
production in Poland (Deputat 1999, Demidoweizal. 1999, Nierobceet al
2008). Alternatively, on the Polish market theree amore widely available
varieties that mature earlier and these allow fasne better match the varieties
to the climatic conditions (Dubas and Michalski 20B8damczyket al. 2008). An
analysis of cultivation conditions for maize in &ofl over the recent years has
attributed drought conditions as the main factet tas reduced maize yields in
Poland (Michalskiet al 1996). In order to assess the effects of temperaind
water conditions on maize production conditiongPiland, statistical weather-
yield models and long-term weather data can be (Gétskiet al, 2008, Gorski
2009). The aim of this study is to evaluate condgifor maize cultivation that
matched an analysis of recorded yield in Polandve@ather indexes describing
the weather impact on yield formation.

MATERIALS AND METHODS

The maize yield data between 1992 and 2008 usetheénstudy were
published by the Central Statistical Office (CS@®)Holand. Between 1992 and
1998, data was available for 49 voivodeships (tmiél division of the countries),
while between 1999 and 2008, after administratéferm, for 16 voivodeships.
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Therefore, data between 1992 and 1998 was amassttkfcurrent administrative
divisions by weighing the yield for each regionswyface percentage. The variation
of yield in the regions was calculated using threnfda below

V =2+100% (1)

where:V —coefficient of variation for yield (%),
S-— standard deviation,
X— average yield (t hg.

An assessment of weather impact for maize cultimaih Poland was carried out
using indexes developed into multiply regressiaatidical yield models at the
Institute of Soil Science and Plant CultivatiorPiatawy (Gorskiet al. 1994, Gorski
et al. 1997). The model for maize used in this study ists1sf three partial weather
indexes, which enables an assessment of weathditicns separately in three two-
month periods: May-Jun&\(y;), June-July\Wl;;), and July-AugustWl;4). Each of
the partial weather indexes were calculated as lapiauregression function taking
into account the monthly average air temperatlireatic water balance (CWB) and
the sunshine duration hours. CWB expressed therelif€e between precipitation and
potential evapotranspiration (ETP), and was caledlasing a formula developed by
Doroszewski and Gorski (1995). The sum of the @lartieather indexes that are
characterised for the whole maize vegetation seasoeferred to in the paper
weather yield index (WI) (2). For example, if td equalled 110, it means there
was a 10% better condition for yield formation tharan average year; whilst if
the WI equalled 90, this indicates a 10% worse conditmmyield formation
(Gorski et al., 2008). Each partial indé#y;, WIl;;, WIijahas the same meaning.
The analysis of partial indexes enables the ideatibn of factors contributing to
a decline or increase of a yield during a seastre dnalyses were performed
based on the data between 1921 and 2009, from thevestation located in the
Putawy (Central Poland).

WI = Wi+ Wi,y + Wija— 200 )

where:WI — weather yield index for maize
WiIy; — partial weather index evaluating conditions iny\ad June,
WI;;— partial weather index evaluating conditions ineJand July
WI;5 — partial weather index evaluating conditions ity &nd August.
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RESULTS AND DISCUSSION

Over recent years, the area of maize cultivation gain in Poland has
increased from about 50 thousand hectares in 1®9®@ thousand hectares in
2004. After 2004, there was a slight reduction réed, and the maize area
stabilised at a level of about 300 thousand hestdig. 1).
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Fig. 1. Total area of maize cultivation harvested for graetween 1992 and 2008 (Source: CSO
1992-2008)

The average grain yield of maize in Poland betw#882 and 2008 was
5.35 t h&. This indicates that the maize yield in comparisoother cereals in
Poland was characterised with a high productiormi@t (Dubas and Michalski
2002, Sulewska 1997). During favourable weatheditimms, the average grain
yield was more than 6.0 t hgFig. 2). However, significantly lower yields were
observed in 1992: 3.28 t hain 1994, 3.75 t hj and 2006: 4.16 t Hain adverse
weather conditions such as a cold spring or dro(idithalski et al 1996). Such
variability in the yield level indicates a high séivity of this crop to weather
conditions in Poland.
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Fig. 2. The yield of maize grain in Poland (Source: CSO2t2008)

The differences in the yield of maize in the voigeHips indicate the regional
diversity of maize production in Poland (Fig. 3heThighest yields were obtained
in the south-western voivodeshig#askie (5.9 t hd), Dolndilaskie (5.7 t hd),
Opolskie (5.5 t hd) and in the Wielkopolskie (5.5 t fa These voivodeships are
characterised with intensive agricultural practicésit also good climatic
conditions for maize cultivation (Kozyra and Gors®04). However, in the
voivodeships of northern and north-eastern parte@tountry, yields were much
lower: Pomorskie (4.3 t Ry, Warmiasko-Mazurskie (4.4 t R, Zachodnio-
Pomorkie and Podlaskie (4.5 thaand there are the low probability of maize
maturity (Kozyra and Gorski 2004).

The variation coefficient of national yield (CV) evthe period 1992-2009 was
14.4%. Significant differences in this factor wetependant on the regions. The
smallest coefficient variation in yield was obtalrfer the voivodeships located in
eastern and south-eastern parts Poland: Podkagp&ck?o), Lubelskie (5.5%), and
Malopolskie (6.8%). Slightly larger values for tloeefficient of variation were
characterised by voivodeshipwictokrzyskie (11.0%), Warmsko-Mazurskie and
Slaskie (12.7%). The largest coefficient variation walstained for the north
voivodeships, i.e. in the Pomorskie (25.6%). Thididates that in the northern parts
of the country the limiting factor for maize yigkdstill a lack of heat (Nierébazt al
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2008). In contrast, the high variability of maizelg that occurs in the Lubuskie
(22.7%) and Wielkopolskie (19.7%) regions, togethdéth a high yield, may
indicate that the probable cause is a low predipitan the vegetation period and
drought occurrence (Kozyra 2006, Gorski 2007).
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Fig. 3. The grain yield of maize and coefficient of véiba in voivodeships between 1992 and 2008

The high relationship between yield and weatherditms (R = 78.8% —
(3)) where found (CSO, Lubelskie voivodeship, 12999). Where 71.3% of
variability explains the weather index influencé/l}, and 7.5% the genetic
progress (trend yield).
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¥ 1.56 + 0.033WI + 0.0367 3
R*=78.8%
where:Y = yield (t hd),
WI — weather index for Putawy,
T — analysed years.

The partial weather index evaluating conditionsMay and June Wly; )
between 1921 and 2009 in Putawy, reached its lowalste in 1930 (83), and
highest in 1999 (114) — Figure 4. Next, 4\, high values occurred in 1959
(111), 1981 (111), 2009 (111), 1946 (109), and 1968). Thewly, lowest values
were evaluated in 1928 (86), 1923 (87) 1941 (81d) B921 (89). In recent years,
the lowest values were observed in 2006 (93), 208 and 2003 (94). In the last
twenty-nine years (1981-2009), the percentage afsyi@ which théVly,; exceeded
105 was 24% and increased significantly comparddeaqears 1921-1950 when it
was only at 7%.

In comparison, there was a double percentage fedudobm yearsWly; values
<95 (Tab. 1). This means that there are less redgreiars with unfavourable weather
conditions in the beginning of the maize vegetatienod.

120 1
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100 1

50 4

50 T T 1
1920 1830 1%40 1850 1%60 1570  1%80  1%%0 2000 2010

Fig. 4. The partial weather index evaluating conditionsMay and JuneWl,,;) in Putawy between
1921 and 2009
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Table 1. The percentage of years in which the weather iesiér maize yield were higher than 105

and less than 95 for 1921-1950, 1951-180 and 1989-2

Wiy, Wil Wilja Wi Wiy Wil Wilja WI
Years
>105 <95
1921-1950 7 20 0 10 27 30 20 40
1951-1980 33 13 0 10 17 40 20 33
1981-2009 24 14 3 31 14 31 7 21

The partial weather index that evaluates conditimnslune and Juhyyl;;)
shows a large variation in years (Fig. 5). It sddeg highlighted that in the latter
years of the research, the lowest values have foead in 2006 (58) and in 1994
(71). The most likely cause of such large redustionthe index for particular
years was drought conditions. This was referredntgrevious studies from
Michalski et al (1996). This index shows no cleantl in the analysed long-term

periods (Tab. 1).
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Fig. 5. The partial weather index evaluating conditionslime and JulyWI,;) in Putawy between 1921 and

2009
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In recent years, the partial weather index evailgatonditions in July and
August Wl;,) shows an improvement of weather conditions folizeagrain
cultivation in Putaw (Fig. 6). Since 1980, ti\d;, values are higher or closer to
100 with the exception of two years: 2006 (91) 4887 (93). The lowest values
of WIl;n were found in 1977 (88) and 1978 (89), which wessed by
a deficiency in heat for those years.
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Fig. 6. The partial weather index evaluating conditions Jaly and AugustWI;s) in Putawy
between 1921 and 2009

In the period 1921-2009 the highest value equaldfGbeWI,, was observed
in 1994, In the 1921-1980 yeardl;, <95 were noticed in 20% cases, but during
the last period (1981-2009) in 7%.

The final weather yield index for maizéN(), describing the weather
conditions from May to August, showed an upwarddrentil the mid-fifties of
the last century (Fig. 7). After this period untile end of the 1970s, large
fluctuations were observed in the valueWf. Since the early 1980s, a rising
value of WI was witnessed with the same significant reductionthe WI index
under extreme conditions, which occurred in 199d 2006. The lowest value in
the analysed long-terwl, was reported in 2006 (42). Low values\Wf were
also achieved in the years: 1980 (72), 1978 (741(75), 1921, and 1923 (76).
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The highest values &I, i.e. the best conditions for maize grain yieldurced in
2008 (113), 1938 (112), 1997 (112).
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Fig. 7. The weather yield index for maize (WI) in Putawgtiseen 1921 and 2009

The percentage of years with favourable conditfonghe yield of maizeWI>
105) as compared to the percentage of years witersel conditionsWI <95), is
better expressed as a general improvement in tigditicms than the average values
of WI. In the long-term, 1981-2009, increased the peagentf cases witii> 105,
which accounted for 20% of the analysed years sivimlprevious sub periods it was
only 10% of the analysed years. While the percenyagrs ofVI <95 had decreased,
which accounted for 21% while in earlier periods plercentage of years was at 40%
and 33% (Tab. 1). The changes indicate a genegaiovament in conditions for
agro-meteorological yields of maize in Poland.

In Table 2, there are five years listed with thevdet WI values in the
analysed 1921-2009 period, together with main nmetegical indices used in
weather-yield model. The data shows that in 2008\agor cause of lowVl 42
values were found to be drought conditions in J@WB: —104) and July (CWB:
—159), and excess precipitation in August (CWB:)1%8milar to 2006, a lowvl
75 was evaluatetbr 1994, and this was caused by IGWB values for June (-
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67 mm) and July (=141 mm). A low value of M& 72 in 1980 had an impact on
the low temperature during the vegetation of maize addition to high
precipitation. The average temperature in May of yiear amounted to 10, and
low insolation in July, only 104 hours at high weduof climatic water balance. In
1978, a decisive influence on the reduction of ¥ie75 was a lack of heat
expressed by low temperatures during the vegetptoind of maize. In 1923, the
low value of thew! (76) was a shortage of heat in June.

Table 2. Average temperature, sunshine duration, and dinmwéater balance in Putawy for the
years with the lowest values \bfl

Average(otg)mperature Sunshine duration (h) Cllmatlc(vr;/]z;l:)er balance
Year  WI

May June July Aug. May June July Aug. May June July Aug.

2006 42 139 17.7 22517.7 246 299 402 190 -53 -104 -159 129
1980 72 10.0 15.7 16.816.3 194 160 104 150 -15 33 2 22
1978 75 121 156 16.516.2 200 249 243190 -44 -53 -80 90
1994 75 133 16.5 21.918.6 208 267 362204 -28 67 -141 -23
1923 76 141132 184 16.1 241 170 273241 -41 -20 -79 -89

12%%%' 100 13.9 169 187 17.8 225 230 233221 -45 -40 -34 35

CONCLUSION

In Poland, there is considerable variation of mgieéd between regions. The
smallest variation in yield occurs in the southteas part of the country where
there is more suitable climatic conditions for neatltivation than in northern
part of the country. For northern regions, the &ug® of heat is still an important
factor limiting maize production. The analysis afather maize yield indeX\(l)
for Putawy in 1921-2009, shows a tendency to imgroirmatic condition for
maize cultivation in Poland. There is an increast¢he frequency of years with
favourable conditions for maize cultivatiow/I> 105, while decreasing the
number of years with adverse conditiodgl €95). In 1994 and 2006 in the spring
and summer, a drought occurred and caused veryyieWd, which in turn
expressed a lowvl. An analysis of partial weather maize yield indexhows
higher variability ofWl;; whilst theWly;andWI;,have more stable high values.
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INTRODUCTION

Methods of remote sensing are becoming increasinghular in the agricul-
tural and environmental research. The developmiedigital recording and com-
puter image processing method, now enable thegpigln of non-metric cam-
eras to obtain the data sets. GIS based methods puwsible a high accuracy
calibration and mosaic process of non-metric agifatos. As a result of this
process are derived photomaps, ready for furthelysis of the content of the
image. In studies of agri-environment, elaboratedah photographs are a valu-
able source of information about the state of vati. For this purpose, maps of
vegetation indices (VI) are drawn (Gitelseh al. 2002). The most popular is
NDVI (Normalised Difference Vegetation Index), whibased on the differences
in spectral reflection of radiation in the red amflared (Tucker 1979).

Matrices of digital cameras allow for registratiohradiation in the spectral
range 350-1100 nm (Pudetkd al. 2006). In order to obtain the full range of reg-
istration available for the matrix, special adaptedhera can be used; therefore,
the cameras commonly found in a commercial offeeHactory limitations. This
is due to the quality of photography in the visibend. Matrices of digital cam-
eras may not be literally considered as multispéctensors, because their cali-
bration is well suited for colour images similarttee image recorded by the hu-
man eye. This does not mean inability to use swslicds in scientific research.
Among the most popular kinds of research using metric digital aerial photo-
graphs, in agriculture are: the plant protectiome(Bbcaet al. 2007, Pudetkaet
al. 2008b), vegetation assessment and crop monit@diengseret al. 2007, Igras
and Pudetko 2008, Nierdbed al. 2008, Pudetko and Igras 2008), modelling of
yields (Domschet al. 2007) and agri-environmental analysis (Piekarc2gk6,
Pudetkoet al. 2008c). The research value of digital cameragasvipg as they
adapted to register a narrow band (after montageelective filter) or they con-
verted to infrared registration (e.g. Fujifilm 13-1
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Remote sensing is potentially one of the possil#éods for determining the
areas affected by drought §Browska-Zielaiska and Ciotkosz 2007, Piekarczyk
1995). Due to the increasing availability of lowstamultispectral sensors, an
alternative method for the costly purchase of roeterial photos and satellite
imagines is low-altitude remote sensing (Pudeikal. 2008c).

The study was conducted for the need of the Adrical Drought Monitoring
System for Poland (ADMS), which is provided by tinstitute of Soil Science
and Plant Cultivation - National Research Instit(itéNG-PIB) on behalf of the
Ministry of Agriculture and Rural Development (Dsmewskiet al. 2008). The
system is designed to identify the areas wher@dbential losses occurred, due to
drought conditions for the crops according to thet @n subsidies to the insurance
of agricultural crops and farm animaldz, U. Nr 150, poz. 1249.

The purpose of the tests carried out using loviualé remote sensing is field
verification (ground and aerial methods) of potangigricultural drought maps in
vulnerable regions of Polish.

MATERIALS AND METHODS

The drought analysis results are published asethirreports per year. Infor-
mation on the droughts are sent to the MinistnAgficulture and Rural Devel-
opment and are made available on the website wweeasuing.pulawy.pl. As
described in the Act, a drought is defined as dantagyised by the occurrence in
any period, from 1 April to 30 September each yedrere the climatic water
balance (CWB) is below a specific value for indiedl species or groups of
crops, in addition to the soil category (Fig. 1Ahe analysis carried out shows
that in 2009, for the winter cereal, drought ocedronly in the first reporting
period (1 1V-31 V). Drought by the ADMS could haaa adverse effect only on
crops located on category No.1 soil (very light,spianulometric group: sand).
The drought range is shown on the map in Figure@mBthis basis the route of
flight was designated.

Digital aerial photography was performed using tyyoo-stabilised cameras
Fujifilm IS-1, registering an image in the range3%0-980 nm. After applying
selective filters, the photo-set has been optimigedshooting in four spectral
channels: blue (B), green (G), red (R), and nefaried (NIR) — Figure 2.This
allowed drawing up vegetation indices maps thatagttarise the condition of
plants. Low altitude flights (up to 2 km) alloweHbtaining high-resolution photos,
which then can be transferred to an assessmenthatompact of a soil mosaic,
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terrain, cropping patterns and field managementterdiversity of spectral re-
flection within the fieldsThe flight was made on the 15.06.2009, and 440 (RGB
NIR pair) photos were obtained.

% gleb zagrozonych susza b 9 1y {
% of soils under threat of drought— ‘" o o7 ey

Kryterium suszy nie zostalo przekroczone

KBW/(mm) The drought benchmark was not exceeded
-179 - -170 <10 %
-169 - -160 PO
-159 - -150 TS0
-149 - -140
-139 - -130 S0 - 80 %
-129 - -120 80 - 100 % —— trasa lotu - route of flight

Fig. 1. Agricultural Drought Monitoring System — the sitioa for the period 1 IV — 31 V. A) CWB
map, B). Map of the potential presence of agricaltutrought with marked route of flight
(www.susza.iung.pulawy.pl)

Field verification of remote sensing data was earout in selected fields that
had a cultivation of winter wheat. The field momitg was conducted between
16th and 18th of June. Identification of the plagigdition was made by a LAI
(Leaf Area Index) measurement with a LI-COR LAl R0€ensor. Additionally,
an assessment of field management and habitat tcorslwere done. The soll
categories of the analysed fields were prelimiresgessed in the field and then
compared with the soil-agricultural map, 1:25 008le (Strzemskét al. 1965).

The spatial analysis was carried out by using GiSed methods. The photos
were combined into a R-G-B-NIR (four bands) phdtgsusing the FotoLot 1.4,
ArcEngine software developed in IUNG-PIB. Photosravgeo-referenced and
two kinds of VI maps: NDVI and VARI (Visible Atmoserically Resistant Indi-
ces) were performed with ArcGIS 9.3 (Fig. 3). Thdices were calculated based
on algorithms (Golzariaet al. 2007):
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NDVI = (NIR - RYNIR + R), (1)
VARI = (G - R)/ (6R - B), )

where: NIR — value of infrared spectral channel,
R — value of red spectral channel,
G - value of green spectral channel,
B — value of blue spectral channel.

Fig. 2. Mounting the photo-platform on board the Cessn&® Nlinfrared spectral channel, RGB —
red, green, blue spectral channels (photo IUNG-PIB)

For all tested locations, the value of the two Vatjen indices, the CWB and
soil category were combined.

The results of the analysis are summarised in Thbléhe fields were sorted
according to latitude (from east to the west dioeqgt which corresponded to the
sequence of photographs.

Assumed working hypothesis:

1. LAI measurements should be correlated with indicksegetation, defined
on the basis of aerial photographs.

2. areas affected by drought (CWB < —-150 mm and saégory No. 1) should
have significant lower indices NDVI, VARI and LAl
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Fig. 3. Aerial photos (RGB and NIR) and NDVI map (photo IUNEB)
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RESULTS AND DISCUSSION

The CCD matrix used in popular digital photographycharacterised by
a lower sensitivity of infrared registration (Pudekt al. 2008c). Therefore, the
ratio of registered values in the NIR and R chasnéll differ from the actual
ratio. It had an influence on the lower valuatioP\W index, which is shown on
the presented Table 1. Consequently, a negative vdINDVI may occur.

The results of NDVI and VARI correlation with LAlr@ shown in Figure 4.
In both cases, the regression between the grousellend remote measurements
is not as important as was assumed. However, aaarsignificantly better cor-
relation NDVI — LAl (R = 0.43) than VARI — LAl (R= 0.08).

Lal + R?=0.0828 LAl R*=0.4279

5.0 . 5.0 .
40

30

10 > r r 6 T r T
000 010 020 030 VARI 0.00 010 020 030 NDVI

Fig. 4. VARI and NDVI correlation with LAI

The most likely cause of such a non-significamgeselency is spatial variabil-
ity of canopy into the fields. These examples dearty visible on aerial photo-
graphs (Fig. 3). This diversity can have many causech as soil mosaic or relief.
A significant impact on the assessment of the texhaeflected from the canopy
was also the date of taking the photos. Winter wheathis period, was in the
grain filling stage and depending on the soil catig, significant differences in
canopy greenness are observed. Local variabilitgne few meters interval) in
most cases is the result of a soil's mosaic. Tiheroéxample of short distance
greenness variability is lower greenness obserlase ¢o technical paths (Fig. 3).
For these reasons, the precise link between tloe pliiaperformance measurement
of the LAl and VI maps is difficult. This result ggests a need of an improved
assessment of the LAl measurements localisatiois Tan be done by pre-
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determination LAl-points, based on earlier aeribtos. But in this case non
long-time intervals between remote and ground nreasent must be assumed.
For assessing the condition of crops in regionth wiarying degrees of
drought, an analysis was performed into the raiatiqpp between NDVI and
CWB values, which were determined on the basis oflefling in the ADMS
(Fig. 5). The result of this comparison is an aledi regression at the level of R
= 0.20. On the chart six specific zones, corresjpantb particular regions, were
separated. Zone 1 — these points described the QM- correlation that was
observed on the fields of Experimental Station IURIB in Baborowko.

-0j20 -0.10 0.po 0.10 0.20 0.30 0.40

=120

R%?=0.2023

KBW - CWB

NDVI
Fig. 5. CWB and NDVI correlation. Characteristically zonesrgrmarked

There the highest values of NDVI were registered expected, because this
region had the best meteorological conditions (MledeCWB = —116 mm) and
the Station’s assure an optimal level of field ngrmaent. Zones 2 and 3 corre-
spond to the locations of the same values of CW tlie difference is the soil
categories. Zone 2 correspond to soil categorydN@ocation of the most resis-
tant to drought), zone 3 represent much more kgiis (category No. 3, medium
drought resistant). As assumed, wheat cultivatednach heavier soil showed
higher NDVI values compared to the plants growriginter soil. Zones 4, 5 and
6 were in the area threatened by drought (Figlnldhis case, one would expect
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the lowest NDVI values, especially since thesalfiglre the most vulnerable soils
(Tab. 1). However, for zones 4 and 6, NDVI values quite high. An analysis of
the location of these fields showed the impactroddvancement cultivation state
on plant conditions (zone 6) and habitat influertéelds of zone 4 were situated
in the vicinity of drainage systems, but the fietdszone 5 were situated at a dis-
tance of 500 m, on the top of small hill (light ddn the background).

Table 1. Characteristics of chosen fields (winter wheat)

’\:)cf). Latitude Longitude VARI NDVI LAI CcwB Soil .
field categories
1 52.58 16.64 0.28 0.38 5.8 -116 2
2 52.58 16.64 0.27 0.35 5.0 -116 2
3 52.13 17.44 0.20 0.13 2.3 -144 4
4 52.13 17.44 0.23 0.19 2.4 -144 4
5 52.07 17.53 0.10 0.10 4.5 —-148 2
6 51.87 17.89 0.18 0.30 4.2 -154 1
7 51.87 17.89 0.13 0.19 3.3 -154 1
8 51.87 17.89 -0.06 -0.08 2.7 -154 1
9 51.87 17.89 -0.07 -0.17 24 -154 1
10 51.82 17.99 0.31 0.21 4.6 -158 1
11 51.82 17.99 0.34 0.18 2.0 —-158 1
12 51.26 18.63 0.20 0.02 2.3 -147 2
13 51.26 18.63 0.17 -0.06 2.3 -147 2
14 51.26 18.63 0.29 0.07 1.6 -147 2
15 51.26 18.63 0.08 -0.05 19 -147 2
16 51.27 18.63 0.18 0.08 2.2 -147 2
17 51.35 19.87 0.24 0.04 3.3 -145 2
18 51.35 19.87 0.21 -0.02 3.6 -145 2
19 51.35 19.87 0.26 0.03 3.2 -145 2
20 51.35 19.87 0.24 -0.04 3.4 -145 2
21 51.35 19.87 0.29 0.06 2.9 -145 2
22 51.38 20.03 0.10 -0.06 21 -144 2
23 51.38 20.03 0.10 -0.04 1.2 -144 2
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The lack of significant NDVI-CBW correlation in thiested regions was also
the result of little space differentiation CBW inl&nd in the first reporting period
and the absence of drought in the later periodmf&brecorded in the third pe-
riod of May and early June resulted in an increafsgreenness intensity after
a shortage of rainfall during early spring. TherefdNDVI values depended much
more on the other (hon meteorological) conditions.

CONCLUSIONS

Research on the use of low altitude remote sernisingpnitoring agricultural
drought presented in this work, are an initial rahe of using this kind of spatial
information to validate the results obtained in Agricultural Drought Monitor-
ing System provided by the Institute of Soil Sciemand Plant Cultivation — Na-
tional Research Institute in Putawy. The conclusitimt have been formulated
below will be included in the study, which will m®nducted in future years of
monitoring.

1. Remote sensing is an effecting method of assedsisengpatial variation of
a crop’s vegetation. In comparison with field obs#ions, aerial photos allow an
assessment into the condition of a whole field.

2. Validation of the results obtained in the AgricudtiuDrought Monitoring
System in Poland, conducted on site, should bedbasealifferent types of spatial
data. In addition to meteorological and soil dated in modelling, the information
about the advancement of cultivation methods atmtdtaconditions should take
into account. This will allow avoiding the randomlection of fields or sampling
places, not representative of the tested regign geor field management) or fields
(the mosaic effect of soll).

3. Using an extended range (near-infrared) of a noinierdigital photography,
significantly improves the outcome of an evaluafitio the vegetation state. In this
study prove a stronger correlation between NDVI bAdindex than the correla-
tion between VARI and LAI.

4. No strong correlation between the relationshipaldished through the
working hypothesis is largely attributable to a Brimdensity in the occurrence of
drought, which was observed in the first reporipegiod (ADMS) and the lack of
drought for every variety of field crops at latetabs.

5. Aerial photos made for the purpose of monitoring ¢tatus of cereals vege-
tation, should be done (if weather conditions alijwvithin a earnings season.
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INTRODUCTION

The expected effects of climate changes on aguilwill be different in var-
ious parts of the world (Parmt al 1999, Olesert al. 2007). According to the
latest IPCC report, in the northern part of Euregecan be expecting an increase
of yield, while the southern regions of Europe reaperience a strong decline in
yield (Alcamoet al 2007). Europe is of course highly diverse in &roh soil
types, land uses, infrastructure, economic andigallisituation, etc. (Rabbinge
and van Diepen 2000). This diversity will also dhe@nfluence the response of
agriculture to climate changes (Parry 2000). Itesgpp that in Poland the main
factor limiting the amount of yield in future cliti@ conditions will be the availa-
bility of water. In the last 25 years droughts accwre frequently, they are more
extensive and cover much larger areas of the cpinaibedzki 2006). Moreover,
modeling (e.g. HadRM3-P according to the A2 scenaof the future climatic
conditions also indicates the extension of the éshglry period from 5 to 10 days
(daily rainfall < 0.5 mm) (Kundzewiczt al. 2006). Potentially positive effects
can include the extension of the growing period tlu¢he general increase of
temperature, allowing the more efficient growthtleérmophilic crops in Poland.
By 2010, the eighty percent probability of maizeening will have been reached
on almost whole territory of Poland, with the exsitun of small areas in the north
(Kozyra and Gorski 2004).

Regardless of whether the climate changes will fieciéng the agriculture
favorably or negatively, attempts are being madeeteelop preventive and adap-
tive strategies. The proposed adaptive measurdsagesl, among others, on such
factors as the change of land use, the introduafonew varieties of crops, as
well as on shifting the dates of field work (Stucgki et al 2000, Olesen and
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Bindi 2002, Alcameet al 2007). However, scientific publications are oftesuffi-
cient to implement the proposed adaptive measaragricultural practice at farm-
ing level. Therefore, when devising adaptive stiat® it is necessary to use a bot-
tom-up approach. This method takes into considerdtie knowledge and opinions
of the final recipient (the farmer) to develop #destrategy. In the case of agricul-
tural adaptation to climate changes, it is alsodrtgnt to know the farmers' wil-
lingness and capacity to implement adaptive measiires publication will present
the point of view of Polish farmers on the impafctlonate changes on agriculture,
as well as their opinions on the possibilities d&ating to these changes. Further-
more, it will show the differences between the @pia and the suggestions of
scientists, as well as the possibility of their iempentation by farmers.

THE DESCRIPTION OF THE STUDY AND GENERAL CHARACTERTICS
OF THE SURVEYED FARMERS

Farmers' knowledge about climate changes was stuadi¢he basis of a ques-
tionnaire which was prepared under the ADAGIO prbjédaptation of Agricul-
ture in European Regions At Environmental Risk Urdiemate Change, contract
no. 044210) (Eitzingeet al 2009a, 2009b). The original questionnaire was de-
signed for Spanish farmers from the region of @Gasy Leon. The results of
Spanish ADAGIO survey were published by Utset agldRio (2008).

Some of the questions during the translation irdbisR, were slightly mod-
ified in order to adapt it to the Polish conditioifie Question Form (Annex 1)
was constructed in such a way as to obtain dirdotmation from farmers on the
following subjects:

1. Farmers' level of knowledge about climate changes.

2. Currently observed climatic risks for the localiagltural production.
3. Potential threats to agriculture resulting fronufetclimate changes.
4. Inclination and ability to implement the proposethptive methods.

The questionnaire (Annex 1) was sent in July 2@07sixteen Provincial
Agricultural Advisory Centers with a request of piby widest distribution of the
questionnaire among farmers and returning it upompdetion 1157 question-
naires were received back from 9 voivodeships (Ejgin this paper, the survey
results are presented as a whole, which meanshigagre considered in national
terms, without a detailed analysis by region ovprece.

The study involved mostly men, who comprised 78%albfrespondents,
women respondents constituted only 22% of the @tijoul. The majority of the
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surveyed were people within the age range of 4§ez8s and 36-45 years, who
constituted 40% and 36% of respondents respecti¥aymers below the age of
35 accounted for 20% of the sample, while peopkr &0 were represented only
by 4%. Given the education degree, the largestpyoduespondents consisted of
persons with secondary technical and basic vocatieducation (Fig. 2).

21
Warminsko-
190 Mazurskie
Zachodnio-
N
147
Wielkopolskie
131
Lodzkie
101
25 Swieto-
Slaskie krzyskie
81 431
Malopolskie Podkarpackie

Fig. 1. The number of completed surveys in respectiveipoas

5.3% 0.3%

Iﬁf
25.3%
4.6%
41.6%
Bhigher education mpost-secondary school Bsecondary technical
Bsecondary school Rvocational Eprimary

Fig. 2. The structure of respondents’ education
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Comparing this structure of respondents’ educatwith the data obtained
from the Central Statistical Office we can concltidat the test group was better
educated than an average Polish farmer. Accordirtge CSO (2008) the most,
l.e. as many as 38% of farms in Poland are rundpple with basic vocational
education. By contrast, the largest group of redpots consisted of those with
secondary technical education (41.6%). Almost 20%amners hadigher educa-
tion, while according to the CSO, only 7% of thaeecharge of farms have
a university degree (CSO 2008). Average farm simersy the surveyed farmers
was about 26 hectares. Nearly 50% of farms wereinwvthe size range from 5 to
20 ha, multi-territorial farms (above 50 hectarasfounted for 10% (Fig. 3).
According to the CSO, an average agricultural geral farm involved in agri-
cultural activities in 2007 amounted to 6.63 ha@Z3008).

21%

49%

[0<5 @520 @20-50 B50-200 @ >200 |

Fig. 3. The percentage of farms within the given farm sarege (in hectares)

According to the CSO data, in 2007, grain accouffited/4% of the total
sown area (grain mixtures of basic cereals andhekt, millet and other ce-
reals, including maize grain) (CSO 2008). This axeIiming predominance of
cereal was confirmed by the fact that such cropsevpeeferred by the respon-
dents. Wheat was the main winter grain, sown om Bwhousand ha, which con-
stituted almost 25% of the sown area. Subsequesplyng barley (about 15%)
and winter rye (13%) were very popular. Besiderttan cereal crops the respon-
dents sowed oilseed rape on 11% of the total &iga4).
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Fig. 4. The percentage of specific crop on the sown ar¢lag respondents’ farms

The survey also intends to determine what parhefdrop is artificially irri-
gated, and what is operated by rain. The respooisd®e farmers clearly show
that less than 1% of the crops were irrigated, @nade were mainly potatoes,
vegetables and strawberries.

FARMERS’ KNOWLEDGE ABOUT CLIMATE CHANGES

The main source of information on climate changedicated by 90% of res-
pondents, is television and radio. When asked atha@uéextent to which they ob-
tain information on climate change 55% of the resiamts answered that they
receive the average amount of information. Only @them said that they re-
ceive no news on climate changes whatsoever. Asdhe time, farmers show a
great confidence in the messages that they redeseasuse over 50% stated that
they obtain reliable information (Fig. 5). The coemts on questions regarding
the accuracy of the information received includealfollowing responses:

e information is often mutually exclusive;

< reliability of the information depends on its sogirbut there is some-
thing to it;

» are not always confirmed by reality;

« incomplete and delayed information.
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2%

52%

[0 untruth @ exaggerated & reliable 0 no opinion/other opinion

Fig. 5. The percentage of responses to the staterAentirding to your opinion the information
about climate changes, which you have received, is

Following the assumption that farmers have somenenge about climate
changes, they were asked, what impact these chaviidsave on agricultural
production in their region. The vast majority answeethat climate changes will
have a medium or large impact on agriculture (6)g.

B large H average O small @ no effect O no opinion/other opinion

Fig. 6. The percentage of responses to the quesfienording to the information about climate
changes that you possess, what impact will they baagricultural production in your region?



72

At the same time, farmers indicate that future uofable climatic factors can
significantly affect the amount of incurred lossksparticular, they indicate that
more frequent droughts may result in heavy lossesdps (Fig. 7).

More frequent freeZIngs (T

More frequent heat waves (I T

—
More frequent storms

More frequent droughts

Less Precipitations

0% 10% 20% 30% 40% 50% 60%  70%

‘I]]] Very 3 Some O Few O Nothing ‘

Fig. 7. The percentage of responses to the questionvhat extent may you suffer losses caused by
the aforementioned climate changes?

ADAPTIVE REMEDIES

Although farmers generally agree that climate cleangill affect them, their
approach to preventive actions bears a certaiariet Most of those surveyed
said that one should first assess the degreelofnd review the potential adap-
tive measures (Fig. 8). At the same time 84% watdeeceive professional as-
sistance on climate changes, and 76% expressddgnidlss to participate in the
training/courses focused on finding the best adasirategies for farms.

The questionnaire included two questions aboutféasibility of adaptive
measures due to the future changes in temperatgre€teanges in precipitation.
From the answers of the farmers it was clear tiaeasiest method of adaptation
IS to introduce new plant varieties. Moreover, sueveyed perceived the intro-
duction of the changes in terms of sowing perforteaharvesting and changes in
fertilization as equally easy. However, they arewitling to stop growing crops.
The farm is the only source of livelihood for méstmers, and they have no other
alternative such as finding another job. Commentghe survey indicate that the
cessation of cultivation is out of the questions@the introduction of irrigation
was considered very difficult to implement (Fig. 8) the commentary remarks
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farmers pointed out 3 primary obstacles that starde way of the increased use
of irrigation in Poland; these are as follows:

e costs of irrigation installations and cost of water

* lack of sufficient water amount;

e legal / administrative obstacles.

O Do nothing

8% 5%

25% B Study/Evaluating

adaptation measures

Introducing adaptation
measures right now

O No opinion/other
opinion

Fig. 8. The percentage of responses to the quedtioyour opinion, what should be done about the
potential impact of climate changes on agriculturgour region?

Abandoning farm

Changing pest and diseases control

Changing fertilizing

Changing tillage immnEammmRRERRES)

Changing/Introducing irrigation

Shifting harvest dates

Shifting seeding dates

Use new cultivars

Use new crops

0% 10% 20% 30% 40% 50% 60% 70%

‘ B8 Very hard B Hard O Easy O Very easy ‘

Fig. 9. The percentage of responses about the feasibéiyee when askeBiease indicate wheth-
er changes in temperature may induce you to unHiertae following activities?
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In the case of adaptations, which require smadirfaial outlays (i.e. changing
the dates of field operations, changes in pestranthe support received from
agricultural advisers should be sufficient to padaifarmers to introduce them.
When it comes to the most of analyzed remedies;wtural consultancy should
go hand in hand with financial resources to corwifermers to the need of im-
plementing adaptive measures. In the opinion ohéas, the introduction of irri-
gation is so expensive that fewer than 20% of éspondents could be convinced
to introduce such adaptation based only on thecaltwiral consultancy. At the
same time, the cessation of cultivation and abaindahe farm is also associated
with high costs and agricultural consultancy womldtivate farmers to do so only
in the extreme cases (Fig. 10).

90%
80%
70%
60%
50%
40%
30%
20%
10%

0%

Percentage (%)

Fig. 10. The percentage of responses about the feasidgigyee when askellvhich of the factors
may affect your decision to introduce adaptatiorasuges to climate changes?

DISSCOUSION AND CONCLUSIONS

Analyzed responses come from a group of farmets migher education than
an average Polish farmer, additionally, the sursiegiso actively cooperate with
agricultural advisory centers. It seems that thisat a shortcoming of the survey
because actually this group of better educatedaatide farmers will be deciding
on the further development of agriculture in Polavdjority of farmers were cer-
tain that the information which they receive regagctlimate changes is reliable.
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At the same time, since television is the mostuest source of the informa-
tion for the farmers, one should ask a questioruatiee quality of this informa-
tion. In the comments added to several surveysfaimers asked for more in-
formation on the impact of climate changes on adjtice, for example in the
form of brochures. Therefore, according to the arghopinion the education of
farmers and agricultural advisers is absolutelyessary. This way, farmers will
be able to introduce the simplest methods of atlaptdy themselves, while
greater knowledge will enable them to verify thioimation which they receive.
At the same time, the implementation of regionatigs which will help to refine
the adaptation strategies for the different arebdP@and, is recommended
(Stuczyiski et al. 2000, Sadowslet al. 2009).

The vast majority of farmers are convinced that fiitere adverse climatic
factors will cause some losses on their farms. fEspondents clearly indicated
that the most serious threat may be posed by tredsed frequency of droughts
and less rainfall. Such conclusions are most liklkBwn by farmers from their
own observations and experience. In 2006, severaksvof heat and lack of rain-
fall in June and July, affected most severely strops as spring cereals, maize,
potatoes and sugar beets, and pasture. Accordiagstssments of the Ministry
of Agriculture and Rural Development, the biggesisks occurred on meadows
and pastures, mainly regarding Il and Il swath-{90% loss), spring cereals
(20-60%), winter cereals (15-50%), rape (15-45%tpfwes and sugar beet (20-
60%), vegetables (30-60%) ({rey et al 2008).

According to the answers given by the respondeiaptive measures can be
divided into 3 main groups. The first group of dities are those that farmers are
able to do themselves, or with the support of adfucal advisory centers, which
do not require large financial outlays, they aréolews:

e change of the date of sowing,

* change of the date of harvest,

< change in the way of controlling pests and diseases
The second group includes activities that farmeysldrbe able to do after obtain-
ing relevant knowledge, for instance from the agtizal advisers and with some
financial support, or appropriate adaptive politygy are as follows:

e the introduction of new crops,

¢ introduction of new varieties,

e change in the ways of growing,

e change in the way of fertilization.
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The last group involves activities that farmerssidared unrealistic, primari-
ly due to costs, and these are following:

e cessation of cultivation / finding another souré&oome,
e introduction of irrigation.

Following the pattern of responses, it can be cated that farmers are ready
to introduce the majority of adaptations on theiva$ knowledge provided by
the agricultural consultancy.

According to farmers, the main threat for the Rokgriculture in the future
climatic conditions will be droughts and water ghges. At the same time, far-
mers indicate that they would not be able to inticamodern irrigation systems
as adaptive measures, mainly due to high investowsis. Therefore, in order to
improve water management at farming level, farnséi@uld be convinced to un-
dertake such actions as increasing local waterurege and their availability,
improve the efficiency of water use, reduction ofcwater demand (Labzki
2009). Such actions could be performed by the fesnigemselves, after prior
trainings in Agricultural Advisory Centers. The roduction of irrigation on
a large scale seems to be impossible in the cuemmomic situation of Polish
agriculture and will probably require some systesatutions in the national agri-
cultural policy in the future.

The results, which were obtained by analyzing thevesy indicate that far-
mers are aware of the potential effects of clinwdtenges on agriculture and are
deeply concerned (interested in) about this topierefore, the authors of this
paper are convinced that the only effective wagduelop adaptive strategies is
a real bottom-up approach. The views of farmerghenimplementation of the
adaptive measures are necessary to be includéeé icréation of nationwide pro-
grams aimed at adapting Polish agriculture to dinthanges.
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Annex 1.

QUESTIONNAIRE FOR FARMERS

1. In which extent do you consider you are informedwtClimate Change
issues?

(] Very

[] Some

[] Few

[ ] Nothing

2.

According to your opinion the information aboutndite changes, which
you have received, is:

[] Untruth

[l Exaggerated

[] Reliable

[ 1 No opinion/other opinion

3. According to the information about climate chanties you possess,

what impact will they have on agricultural prodoctin your region?

[] Large

[ ] Average

[] Small

[] No effect

[ ] No opinion/other opinion

4. In your opinion, what should be done about the migkimpact of cli-

mate changes on agriculture in your region?

[ ] Do nothing

[ ] Study/Evaluating adaptation measures

[ ] Introducing adaptation measures right now

[] No opinion/other opinion

5. Factors that have affected the agricultural pradaah your farm:

Often Sometimes Never

Freezing [] [] []
High temperatures [] [] []
Droughts [] [] []
Storms [] [] []
Pests and/or diseases [] [] []
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6. Factor incidence by crops

High tem- Pests and/or

Freezing Droughts Storms

peratures diseases
Winter barley [ ] [] [] [] []
Spring barley  [] [] [] [] []
Winter wheat  [] [] [] [] []
Spring wheat [ ] [] [] [] []
Winter rye [] [] [] [] []
Spring rye L] L] L] L] L]
Winter oats [] [] [] [] []
Spring oats [] [] [] [] []
Fodder [] [] [] [] []
Corn L] L] L] L] L]
Potatoes [] [] [] [] []
Rape [] [] [] [] []
Sugar beet [] [] [] [] []
Sunflower [] [] [] [] []
Vegetables [] [] [] [] []
Vineyard [] [] [] [] []
Orchards [] [] [] [] []
Other L] L] L] L] L]

7. To what extent may you suffer losses caused byatbeementioned cli-
mate changes?

Very Some Few Nothing

Less Precipitations [] L] [ []
More frequent droughts L] (1 [ []
More frequent storms [] L1 [ []
More frequent heat waves [] [] [] []
More frequent freezing’s [] [] [] []

8. Please indicate whether changes in temperaturdndage you to under-
take the following activities?

Feasibility

No Yes  Very Hard Easy Very
hard easy

Use new crops [] [] [] [] []
Use new cultivars [] [] [] [] []
Shifting seeding dates ]
Shifting harvest dates ]

Q000
L]
L]
L]
L]
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Changing/Introducing
irrigation

Changing tillage
Changing fertilizing
Changing pest and dis-
eases control
Abandoning farm

O OO0 O
O OO0 O
O OO0 O
O OO0 O
O OO0 O
O OO0 O

9. Please indicate whether changes in precipitatidtepes may induce you
to undertake the following activities?

Feasibility

Z
(e}

Yes  Very

Very
hard Hard Easy

easy

Use new crops

Use new cultivars
Shifting seeding dates
Shifting harvest dates
Changing/Introducing
irrigation

Changing tillage
Changing fertilizing
Changing pest and dis-
eases control
Abandoning farm

N I I
N I I
N I A O
N I I
N I I
N I I

10. Which of the factors may affect your decision téraduce adaptation
measures to climate changes?

Other

Advisory service Which?

Use new crops

Use new cultivars

Shifting seeding dates

Shifting harvest dates
Changing/Introducing irrigation
Changing tillage

Changing fertilizing

Changing pest and diseases con-
trol

Abandoning farm

N
0 0O boodood &




L B

I I R

[N
w

L]

14
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. Would you like to receive technical assistance mdigg climate-change
adaptation options in your farm?
Yes
No

. Your favourite information sources regarding climahange adaptation
options are:
Radio and TV
Internet
Journals, Books and Newspapers
Agricultural Research Services
Cooperatives and Agribusiness
Friends and neighbours
Local administration

. Would you like to participate in demonstration ppegls aimed to find
the most suitable climate-change adaptation opiiogeur farm?

Yes

No

. If you have no objection please give us your peskdatails and way to
contact (name, surname, address, phone numbeail)e-m

Male
Female

. Age
<35
36-45
46-59
>60

18. Number of hectares (approximate) under irrigation:

. Farm size (ha)
<5
5-20
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20-50
50-200
>200

.

. Education:
Higher education
Post secondary school
Secondary technical
Secondary school
Vocational
Primary
Without education

N

21. Please announce approximate area of your farm and. area occupied
by aforementioned crops.
Rainfed Irrigation
ha Average production ha  Average production

Winter barley
Spring barley
Winter wheat
Spring wheat
Winter rye
Spring rye
Winter oats
Spring oats
Fodder

Corn
Potatoes
Rape

Sugar beet
Sunflower
Vegetables
Vineyard
Orchards
Other

22.Additional remarks
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INTRODUCTION

According to various sources (Rr2007), about 2/3 of companies around the
world are dependent on the weather in their opmatin such a way which re-
sults in fluctuations in sale of goods and servicassed by adverse, though not
disastrous, weather phenomena. The US Trade Degratrtmas calculated that the
weather risk accounts for 40% of the country’s GBBropean data are not so
precise and it has even been suggested that welthemot affect the EU econ-
omy (positive and negative effects of weather cthori offset each other in such
a large and diverse climatic space), but with respe individual countries and
seasons, the part of GDP value affected by weatheditions varies but it does
not exceed 1% (McWilliams 2004). However, if théatienship was illustrated
with the results achieved by sensitive enterprises, significance of weather
conditions would prove very high in some cases. most weather-affected in-
dustries include: power engineering, agricultube, food industry, building con-
struction, tourism and leisure services, transpdganing companies, road ser-
vices and retail trade. Because business actiaties/ery sensitive to trade fluc-
tuations financial liquidity is particularly necesg. A company may collapse due
to its temporary breakdown, even though it may bey\effective otherwise.
Hence, weather fluctuations may be a serious pmolaled they have to be taken
into account in the company strategy. What canrdrepreneur do when faced
with inevitable weather risk? There are severasiilgies (Pré 2007):

e Avoidance - this is possible owing to weather fastg, actions may be ef-
fective in agriculture with respect to technologigperations; it is effective
only to a limited extent in other industries be@awgather forecasts are not
perfect. In many areas, long-term risk avoidanémpossible.
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e Absorption — it involves covering losses with theewf one’s own re-
sources; it is applied especially in agricultureaoone-year scale; it is ef-
fective only in rather extensive production systems

» Decreasing — changing the production profile whenexdverse weather
conditions occur; it is impossible in most compani@racticable in agri-
culture, but only to a limited extent).

* Transfer — risk transfer to another object (somesihis a customer; that is
nearly always the case in agricultural productmmio the capital market as
insurance or a derivative financial instrument.

WEATHER-RELATED RISKS IN AGRICULTURE

The effects of weather on agricultural producti®man area studied by a spe-
cialist branch of meteorology, called agrometeayploThe importance of this
science can be shown in different ways, one thsrgertain though: the benefits it
gives can be reduced to a single, economic dimendibales of Miletus, who
lived in the 7" century BC, known mainly as the author of the gftes of ge-
ometry, became rich thanks to his intuition as ativer observer. Forecasting it
to be beneficial, he bought olive oil extractingamiaes in the neighbourhood and
was able to dictate prices during a season of googss; note — he bought equip-
ment rather than olive groves (Sorbjan 1996). Adicay to historical research,
weather phenomena in Western Europe used to berrgbfe for 1/3 to 2/3 of the
variability of agricultural production (Solomou, \iKe 1999)

Nowadays, the condition of agriculture is headgpendent on weather con-
ditions, and sometimes the relationship translatedber onto the entire economy,
even affecting the political sphere (the severetavenof 1969/70 and 1978/1979
played a part in triggering a series of eventsitentb the political transforma-
tions in Poland).

Short-term weather variability and long-term cltroa&hanges are a source of
considerable risk in agricultural production. Witte current level of knowledge
of agrometeorology, which is the basis for productiechnologies, there are a lot
of achievable effects which alleviate the impactadiverse weather conditions,
but the existence of the buffer area only redukegisk of agricultural activities;
it does not eliminate it altogether. The situatioay become aggravated in the
face of upcoming climatic changes. Although it ificlilt to estimate their im-
pact in the perspective of fifty or a hundred yeansd to predict the average
global and local temperature, especially with respe expected total rainfalls
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and rainfall distribution (IPCC Fourth Assessmemp®t. 2007), one thing is

certain: weather variability will increase. It clrerefore be claimed that with the
inevitability of climate changes, the issue of vireaitrisk estimation and modes of
future enterprise activities, with particular emgisaon agriculture, is becoming
extremely important. Agricultural production whiglttively takes into account
weather-related risk will have to make use of denisnaking support tools based
on properly prepared information about weather ahohate (Hansen 2002,

Sivakumar and Motha 2007, Sorddaal. 1986).

Agricultural policy in many countries has changkbpite being subsidised
and despite state interventions in the form ofafts of regulations; this branch
of production has to face adverse external conwitianainly weather (Barry
1984, Hardaker 2004). The ability to manage thé& rsll become one of
a farmer’s most important skills (Babcoek al. 2003). Almost at every latitude
there is a risk of disastrous phenomena, so-callesther extremes and climatic
anomalies, which destroy the results of a farmesk or reduce the crop and its
quality. The greatest danger of this type occursomntries at the lowest level of
development, where shortage or excess of rainfallyces disastrous results
(Sivakumar and Motha 2007). Drought in Poland isuodng more and more
frequently, and the two recent floods (1997 and0204ill be recorded as the
most disastrous weather phenomena in history.

Weather conditions fluctuate from year to yeariclwhmanifest themselves as
variability of seasonal and annual factors and eaggicultural production output
to reach different levels in its different segmeiiitse situation in this respect can be
analysed with the use of data from the past fiftgirg. According to analysis of data
from 26 agrometeorological stations for the permtiween 1966 and 2005, the
value of standard deviation of temperature in Rblamas equal to 0.8°C, with the
variability factor was equal to 10.1%. However, tireatest variability was re-
corded in winter and spring (Szwejkowski 2009).n8&d deviation during those
periods was equal to 2.3 and 1.1°C, respectivéilg. dverage temperature variabil-
ity during the vegetation period was the same asdhannual temperatures. An-
nual atmospheric precipitation fluctuates similaidytemperature — its variability
index was 12.5% and the standard deviation wasmm8The winter and autumn
precipitation variability was 25.8 and 24.0%, whihe variability during the vege-
tation period was nearly equal to that for therenyear, i.e. 14.6%.

Although the average annual temperature in thesy&8®1-2005 was higher
by about 0.5°C as compared to the average valubddorty years between 1966
and 2005 (Fig. 1), its annual and seasonal recovdedbility was everslightly
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lower. It was the same with precipitation (Fig. Yariability of weather condi-
tions frequently shows some temporal regularit&zsmejkowskiet al. 2009).
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An analysis of the methods that a farmer has¢arsehimself against weather
fluctuations should emphasise that regular peritydigould make it much easier
to take proper decisions, both in terms of techgyland financial management.
According to study results, there has been a cededer in the past 40 years,
which can be described as an 8-year regular peifpdif annual temperatures
and 4-year periodicity of atmospheric precipitat{fig. 3).
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The variability of crop yield in Poland is a typidaature, which is manifest
in the data provided by the Central Office of Stixts and compiled by authors. It
has been determined based on that source thatydilménperiod between 1966
and 2005 variability was observed in every croddyieombined with a linear
growing trend. The thesis is illustrated by the meéreal: winter wheat and by
a fodder crop — maize (Fig. 4).
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Changes in crop yields were accompanied by phesges. The lack of crop
price stability (Tab.l) is surely caused by varidastors; however, it may have
been largely caused by weather conditions. Thisaalty concerns the prices of
crops, potatoes, fruit and vegetables. The extémhanges of livestock prices
was the largest, but the supply/demand relationsfip the decisive factor in this
case. It might seem that the price of milk as amcatjural product does not de-
pend on the weather fluctuations, but this is rmtlsecause fodder, produced
from grain, is the main item of its production cost

Table 1. Coefficients of change of prices of chosen adfical products in years 1990-2005.
Sources: Authors compilation on a base of data fimstitute of Agricultural and Food Production
Economics (IERI®)

Product Years: 1991-2005 Years: 2000-2005
Cereals grain 52.4% 25.1%
Potato 72.1% 36.5%

Fruits and vegetables 40,3% 36.7%

Pork 35.8% 22.3%

Milk 51.7% 21.1%

AGRICULTURAL RISK MINIMISATION BY TRANSFER
TO THE CAPITAL MARKET

Although agricultural activities are consideraldifferent from other spheres
of production and services, there are certain ®olstthat can be applied to
eliminate large fluctuations of management effesiess — which means that
a farmer need not be a producer who is totally deget on factors beyond his
control; he can also, as an entrepreneur, takersctd minimise risk.

However, Polish farmers’ awareness changes wifitudty, as even such an
obvious way of securing oneself against the effettsatural disasters as insur-
ance is not accepted without resistance, even téeBping obligatory. Irrespec-
tive of this and bearing in mind the common natfrearious forms of insurance
in agriculture in the West, the issue should barémad, analysed and the effects
of such analyses should be applied in agricultariédland, especially in the face
of expected climate changes. Moreover, accordinthéoprocedures applied so
far, all the risk related to extreme weather caod# is borne by the national
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treasury, which adversely affects prices, and -agmically — it is not particu-
larly beneficial to farmers. Therefore, it is tiffte a change.

The issue of weather-related securities is muchensimple in companies
than in agriculture. For example, a power-supplypany obviously incurs some
loss when the temperature is low in summer and highinter. In this case, the
demand for power needed for air-conditioning in swenand for heating in win-
ter is low and all the transactions which securairegy the risk may be indexes
with simple indexes. These are, for example, HDPafing degree days) and
CDD (cooling degree days). It is more complicatedagriculture. Weather-
dependence of crop yield is evaluated with the afsgmilar indexing systems,
but they always refer to specific development pisiof various species and are
calculated for a variable numbers of days. Accaydm American studies, a pre-
liminary approach to weather-related derivatives ttaassume a certain level of
knowledge of the situation, so that the optimumkpge of securities can take
into account both the specificity of crop speciad ¢he regional characteristics;
moreover, weather-related variables should havefdha of complex indexes
rather than simple meteorological data (Vedenov Bahett 2004). This shows
that it is more difficult in agriculture to devisegood index which can be used to
settle transactions, if weather-related finanaigtruments are not to be regarded
as a mere form of profiteering.

As has already been said, financial instrumengdiegh in order to minimise
the risk of production can be divided into two gwsuinsurance and derivative
financial instruments.

In the first group of financial securing instrunt&ghcompensation is paid for
damage done by natural disasters. Price is the aiilyrion of selection of the
insurance company and the type of insurance (dpart the obligatory insur-
ance), which should also be considered within thaext of all contractual regu-
lations. In such cases, the insurer must exeraiserae prudence because proper
risk estimation will affect the effectiveness oétbnterprise. The insurance com-
pany has to consider weather and climatic trendhabits activities should not
result in insolvency. This is why it is so importdn evaluate the temporal and
spatial risk of crop cultivation, which is perforchén some departments which
deal with agrometeorology (Atlas..... 2001). Risk hasbe evaluated perma-
nently because it is changing and, consideringugpropming significant climatic
change, it will be different than it is now. Prexistudies devoted to the issue will
provide an opportunity to lower policy prices, whiis usually beneficial to the
insurance company and to the insured. An insuraocepany will always be
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willing to charge an insurance premium based omstmated risk level higher
than the real one. However, this is disadvantageousveryone because high
insurance premiums restrict the scope of insuravioeeover, insurance is a kind
of activity with a large load of moral risks. Therket of agricultural insurance is
susceptible to rule violations, which involves filaar lowering the amount or
even refusing to pay damages.

Less known ways of reducing weather-related ns&griculture include mak-
ing use of derivative financial instruments, offitlwy financial market institutions
(Sokotowska 2008). The scope of the applicatiorswath securities is different
than those previously discussed because theiratmrelieve the effects of natu-
ral weather variability, which is — as has beervshbefore — perfectly common
and permanent. A farmer takes a risk every year,agmicultural production out-
put varies from year to year because of weathetuations, as there is no such
weather system which would be optimal for all plapecies as well as for all
branches of production. No insurance covers suchimistances, but it is possible
to minimise the risk in cases of adverse weathlee. dissimilarity of this form of
risk minimisation lies in that it considerably regs the moral risks, although the
growing market attracts profiteers. Therefore gitnes as no surprise that parties
to weather-indexed transactions include compani#is ngal exposure to unex-
pected weather changes, but also hedge funds timeesbanks, insurance com-
panies and individual investors. What, then, iseawvative financial instrument
and what is its importance in minimising the rigk fagricultural production?
Economists define a derivative instrument as onesehvalue depends on the
value of another financial instrument, referredat the base instrument (Pre
2007). However, a derivative financial instrumesimainly a form of transaction
on the base instrument, taking into account an etéwhich may be conven-
tionally referred to as an index. Common base unstnts include shares, stock
market indexes, interest rates, currencies andposly, commodities, and more
specifically — their prices. Therefore, the defaitdoes not indicate any relation-
ship to agriculture, but it rather refers to pureahce. The essence of a weather-
related derivative instrument in agriculture canréguced to a commodity trans-
action based on a weather-indexed commodity price.

Weather-related indexes are naturally based oonsgthere parameters, such
as temperature, total precipitation (rain or snamiind velocity, clouding, insula-
tion or thickness of snow cover and combinationstrifse parameters. The
weather parameter itself, arising from measuremerade at a selected weather
station or their network, e.g. the average monteaiyperature in Poland, can be
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a contractual index. A weather-related index ieaed from a set of elements
which describe weather conditions, consideringrifsact on a commaodity (agricul-
tural product) price. Such impact is always indireecause the weather directly
determines only the production output (yield, ealtion area for a specific species,
quality of agricultural material). And this is tfiendamental issue — the choice of
indexes for derivative weather-related instrumeftarties which negotiate an
agreement aim at achieving specific results ar@nt be assumed that both have
a pragmatic approach to the issue — transfer oftheeselated risk of agricultural
product price change. On the other hand, it maggezulated that the same ap-
proach is possible with pure profiteering in miadgd a weather-related index could
be regarded as one of the possible elements esbenewhat exotic — bet.

When explaining the essence of derivative instntsjeone should emphasise
that they are OTC instruments and can be offerefthaycial institutions, mainly
banks. Being a commodity producer, a farmer sechigself against price
changes, in such cases forward contracts are dppltéch are determined not by
a commodity fixed price, but by factors which mdfeet the price. This is be-
cause the price can be foreseen. Before appeaniigeomarket, an agricultural
commodity is produced in a process which is largdfgcted by external natural
random processes. Such factors suggest the pree leng before the product
appears on the market. If conditions prove to beefieial, the commodity supply
is high and the price is low; conversely, if thenditions are disadvantageous, the
supply is low and the prices are high.

Weather-related derivatives are offered in Polanty by foreign insurance
companies (frequently in cooperation with PolisbKers), which operate on the
OTC market in the European Union. Consus sp. z arganises the trade in
weather-related derivates and L£é€mission rights in Poland. Consus sp. z 0.0.
cooperates with Galileo Weather Risk Management(Bak 2007), which is an
international insurance company and the leaderenivate and weather-related
insurance in Europe. Owing to cooperation with saderious and reliable part-
ner (A rating), Consus s. z 0.0. can offer the be&shs and conditions in Poland
and in Europe. Although the global market on weathkated derivates is grow-
ing, a certain resistance can be observed in insaraompanies against offering
such insurance for agricultural production duexoessive risk of lack of finan-
cial liquidity. The problem could be solved by charg the approach to the risk
evaluation from individual evaluation for each fatm a spatially aggregated
evaluation (Woodard and Garcia 2007).
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STRATEGIES ON THE MARKET OF WEATHER-RELATED DERIVAVES

Large industrial and service providing companiesdfer their risk to the
capital market through the stock exchange. Thesespecific types of transac-
tions on all the possible base instruments whosathee-related indexation is
based on previously mentioned HDD and CDD indegakulated from the data
provided by selected weather stations at certaiations (e.g. Berlin, London,
Chicago). However, the practical side of securiggcaltural transactions is dif-
ferent. They are conducted mainly on the OTC manké&h banks and brokers
being elements of the market; it is difficult tovesage in the agricultural sector
(unlike in other sectors) that such financial instents should be provided by
farmers. Farmers are end users who use thosenresita to secure themselves
financially against weather variability. Such a ksrmust involve a regulatory
institution, the International Swaps and Derivagivastitution (ISDA), which is
responsible for observing the rules.

The essence of derivatives application cannotdshiaced to securing the
prices of agricultural products against adversetiheza The measures offered by
the market today involve actions which indirecthpyide such security, although
transactions are indexed by weather conditionsuketonsider one simple exam-
ple, whose form is understandable to an averagmefarThe derivative in such
a case is a “forward” contract, which specifies pinee of an agricultural product
in relation to the weather conditions during a #jpet period of time. Therefore,
the conditions of such a contract will specify time framework and the weather
station, data from which will be used; moreoverwill adopt the value of
a weather feature or weather index calculated fimrdata, the product unit price
as referred to the index base value (performangs)land the index unit price.
For example, let the average daily July temperatdir80°C be the transaction
index, with the performance price of PLN 400 ané ihdex unit price of
20 PLN/TC. Therefore, if there are 3 days in July with éherage daily tempera-
ture of 31, 34 and 33°C, the transaction will bieulated as follows: the total
temperature excess was equal% 8 10 = 80 PLN. The transaction price will be
equal to the performance price 400 PLN + 80 PLN8& BLN. Therefore, poten-
tial loss caused by very high temperature will benpensated for by an addition
to the price. But this is not the end of the arialya farmer will earn a higher
price, but he will profit only if the transactiomige is higher than the market price
at that moment; otherwise it is the buyer who gdin the profit. Although for-
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ward contracts are usually concluded in agriculttaey material trade between
agents, farmers should still be interested in sudtitions.

Another form of security could be provided by ops. The relationships be-
tween factors in this case is much more compleaving aside the technical de-
tails: an option is an arrangement which gives yeby “long” position — a right
(but not an obligation) to buy — “call” — or sell“put” — a commodity at a previ-
ously specified price. The right can be exercisethe day when the option expires
(European option) or on any day between the daterafluding the option contract
and the date of its expiration (American optiom)on several precisely specified
dates (Bermudan option). The seller takes the tshosition (Pré 2007).

If “forward” contracts may not raise particular @mns as being more “natu-
ral” and understandable to the parties, it is d#ffe with the option trade. Options
as secondary financial institutions have becomerimts in Poland. Using them
requires one to apply certain strategies of acéind choice as well as to have
considerable economic knowledge. But one mustdirstl bear in mind that it is
not a way of becoming rich or a kind of gamblingnga Examples of action strat-
egy provided in the literature assume a possibditysecuring one’s activities
against loss caused by weather conditions by meffisancial protection, but
this is not a tool for an average farmer — althoiidfas been suggested that action
strategies with respect to it may be very simplak(fowska 2008).

A swap contract could be an object of interesagniculture. The essence of
such a contract is the exchange of risk by thdgsatb the transaction. One of the
parties gains when a selected weather paramethiega value above an agreed
level, while the other loses, and vice versa. thsa contract is concluded, vari-
able weather conditions do not cause economic rbatce, in particular, they
allow a company to maintain financial liquidity,daeise if adverse weather con-
ditions occur, it gets payment from the other paotghe contract; otherwise, its
profit is slightly reduced to the advantage of gagtner. To date, such financial
engineering has been applied in premium businessthe simplicity of the
“swap” contracts principles could make it usablafter the principles have been
made more specific — in agriculture.

SUMMING-UP

According to Jajuga (2007), skills and experieamzamong the most impor-
tant qualities of an investor who wants to minimike risk of activities on the
financial market. To date, only economists possegsh knowledge, especially
about typical derivatives, such as swap, optioforward contracts.
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As we assume that transactions secured with desmvastruments should be
treated seriously and have a single goal of riakdfer, a question arises as to
whether a knowledge of agrometeorology is usefulsaiess in making decisions
about the financial market where a farmer operaftés. answer is obvious: the
greater the farmer’s knowledge of the weather-gfiefd relationship, the better.
Owing to such knowledge, it is possible to impletn@m appropriate investment
strategy. Therefore, if it is assumed that the psepof the transactions is different
than just pure profiteering, we must assume thatother party should have the
same level of knowledge. Therefore, there is nearao provide farmers with
additional instruments which arise from progresagmometeorology to reduce
the risk by operating in a securities market. Hguwained any advantage, the
secured party would not benefit from it becausedirévative market would soon
cease to exist. It is the same with the capitaketamhich would not gain much
if there were great disparity in knowledge andlski its advantage. However, it
must be pointed out that financial activities afthind are based on estimating
the risk of adverse weather conditions, thereftire,ability to estimate such risk
based on in-depth agrometeorological knowledgenigortant mainly to capital
institutions. It stems from the simple fact thatytrare profit-oriented and they will
not take any actions which prevent them from achipit. Therefore, it may be
claimed that financial institutions are interestedrogress in agrometeorology, espe-
cially in precise definitions of adverse phenomanagriculture (Woodard and
Garcia 2008). It is very important to capital séiyucompanies to establish rela-
tionships between a specific weather system anctiogaof plants which may
have the form of increase or decrease in quantityuality of the crop. Mathe-
matical models of the weather-yield relationshipyrba very helpful in situation
evaluation before taking any action. Equipped \gitkecific tools and possessing
the proper knowledge of the object being securea@ntial institutions may be
willing to enter the market of weather-related sexyof agricultural production.
Hence, one obvious conclusion is that — on the g/kahgriculture can only lose.
However, if actions are taken by a farmer who ismnof his risk, who has the
knowledge of agrometeorology and one who can useptecisely control tech-
nological processes, this might create a changaitofinancial benefit which, in
extreme cases, may mean reduction of an othermésdétable loss.

Apart from the proper selection of indexes and khewledge about their
effect on production, other important factors imiguaccess to information about
weather and reliability of current data, especialgather forecasts. In such cases,
an important role can be played by infrastructurd methods of meteorological
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protection of agriculture provided, however, thléyt will act as independent
services rather than being dependent on produddrs. existing network of
weather stations is not too suitable for the pugpbgcause a number of weather
indexes should be regarded as showing high spatrability, which is impossi-
ble to picture based on the data from the statibraving out the problem of
representativeness and accuracy of meteorologital mlishes the issue of finan-
cial security towards the undesired developmeigiofbling and profiteering.

Agriculture in the EU (including Poland) is an irsdry of low efficiency, but
the degree of its regulation is high because dfatsal importance. If the practice
of financial reduction of weather-related risk sablished in our economic area,
the charge on national budgets would consideradtyahse.

Research conducted with the participation of agtearologists which should
be carried out for the market of weather-relateclses in agriculture should
include:

e devising new or adapt old models (mathematical tfans) of the wea-
ther-yield relationship, especially during periods special weather-
sensitivity of groups of plants and species,

e performing simulations and establishing the pritlegpof derivative
valuations based on universal models,

e establishing the usability of well-known, simple damomprehensive
weather-related indexes for the price indexing rafdpction risk security
derivatives,

e exploring the operation of weather-related riskus¢ instruments, de-
pending on the scale of area aggregation (indiVidalan, commune,
province, country) of weather-related indexes,

e ascertaining the representativeness and uniforafitgata acquired at
available measuring sites for use in insuranceities in agriculture.

Owing to comprehensive studies, not only in ecansnbut also in the prin-
ciples of processes which affect weather-relatek, it will be possible to pro-
mote this form of management more effectively tpriave production efficiency
on farms, especially medium-sized and large ones.
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Department of Meteorology and Climatology, Universif Warmia and Mazury
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INTRODUCTION

Planned and intensive farming, as well as a growiagket demand for agri-
cultural produce of high value, requires precisevidedge of habitat conditions
for crop production. The central location of PolandEurope is the reason for
various air masses to frequently flow over our ¢oyrbringing about the vari-
ability of vegetation conditions. Cool masses ofdiring the vegetation period
result in the occurrence of frosts, which belongitdavourable weather condi-
tions, causing significant damage to field cropsadsiny 1971, Hutorowicet al.
1990). The later they occur in the spring and thier in autumn, the threat to
crop plants, particularly to thermophilic ones,higher. The same applies to
higher and more frequent air temperature drops.

The various regions of Poland, depending on lotalatic conditions, type
of soil and lay of the land, are characterized bguen occurrence of spring and
autumn frosts, and consequently, the length ofrthst-free period.

Plantations are most exposed to the risk of fro¢hé areas where the vegeta-
tion period begins at the earliest, as well ashm @reas of high physiographic
land diversification.

In the Mazurskie Lakeland, as compared to otheionsgof Poland, spring
frosts occur at the latest, and the autumn frostheaearliest (Kéminski 1974,
Kozminski et al. 1987). On average, frosts recorded on the stdrndael (2 m
above the ground level) occur until the mid-May antdhe latest, by the end of
May. Nevertheless, ground frosts can occur undiirtiid-June (Kéminski 1974).
During the vegetation period, 60% of days with froscur, on average, in spring,
while the others occur in autumn. The first autunasts in the Mazurskie Lake-
land are recorded about 20 September, and growstisfivere observed even
earlier (Keminski et al. 1987).

The aim of this study is to analyse the datesastf(at 5 cm abore a ground
level occurrence and to determine the number of deiyh ground frost in the
Mragowo Lakeland in 1966-2005.



100

MATERIALS AND METHODS

The present study uses the results of meteorologixservations carried out
in Ketrzyn (5405'S, 2722’'N, 108 m above sea level.) and in Mikotajki {%38'S,
21°35’N, 127 m above sea level). Those towns are tsitin the Mazurskie
Lakeland, and located 34 km apart. The period séaech covers the years of
1966-2005. The research has been carried out héthapplication of the input
data originating from the Department of Meteorolayyd Climatology of the
UWM in Olsztyn.

On the basis of the above meteorological datafdlfeving values were ana-
lysed:

» average dates of the beginning and the end of #ieregetation periods,
assuming the threshold value of the mean 24h mipéeature of 5T
(Kozminski and Michalska 2001),

e average dates of the occurrence of the last s@mththe first autumn
ground frosts (5 cm above ground level),

« the length of the frost-free period,

« the number of days with ground frost,

« number of frosts, according to the rate of tempeeatrop: mild (0 to
—-2.0°C), moderate (2.1 to —40), strong (< -5.1C),

¢ the number of days with frosts in spring and autunamths.

RESULTS AND DISCUSSION

An analysis of the meteorological data presenteBigures 1 and 2 shows
that the beginning of the vegetation period igtrkyn began, on average, on 3
April and ended on 31 October, and in Mikofajki  ® April and 30 October,
respectively. The length of the period under dismrs during the forty years
under analysis amounted irgtikzyn, to 212 days, on average, and in Mikotajki —
to 210 days. Although those towns are situated eaeln other, differences in the
dates of the beginning and the end were still aleskras well as differences in
the length of the vegetation period. This is causgthe physiographic diversity
of the entire Mazurskie Lakeland. The meteoroldgstation in Ketrzyn is situ-
ated in the vicinity of the town, to its south sié an altitude of 108 m above sea
level, far from large water bodies, while in Mikga it is situated at an altitude
of 127 m above sea level (to the south-east otdha) among the complex of
great Mazurian Lakes, such as Mikotajskie, Taftgiardwy, Betdany, Luknajno



101

and Inulec. The influence of these large water é®d probably the reason for
the diversity of climatic conditions in the adjoigiareas.
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Figure 1 also shows that the earliest beginninghefvegetation period oc-
curred on 6 March 1975. Additionally, in the sarsaly this period was the longest
in the forty years under analysis — 249 days. atest beginning of the period un-
der discussion was recorded on 21 April 1979. Vkat was also characterized by
the shortest vegetation period in the multi-yeaiggeunder analysis — 165 days.

In Mikotajki, the earliest beginning of the vegébat period occurred on 16
[l 2004 (Fig. 2); it was also the longest periodthe forty years under analysis —
243 days. The latest date for this period to begis on 28 April 1987 and 21
April 1979. The vegetation period ended at theiestrin Mikotajki on 1 October
1998 and on 2 October 1979. In these years, végetperiods were also the
shortest in the multi-year period under analysid amounted to 182 and 164
days, respectively.

Differences between the longest and the shortegétagon periods were
brought about by circulation and physiographic dest(Hutorowiczet al. 1990,
Kapuscinski and Zabielski 2008).

The last spring ground frost ingkkzyn, during the period of the forty years
under analysis, occurred on average on 17 May &jagand the first autumn frost
occurred on 30 September (Fig. 4). Spring frostameared at the earliest on 16
April and at the latest — on 22 April 1983. Theiahility range concerning the
dates of the last spring frost was 68 days. Théesarautumn frosts occurred
already on 3 September 2003, and the latest — @cf#ber 1993.
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The average length of the frost-free period (FiginSKetrzyn was 135 days
and ranged from 98 days in 1983 to 181 in 1986.
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15 May was determined to be the average date ofaseground spring frost
in Mikotajki (Fig. 6), and 9 October — for the firautumn frost (Fig. 7). Figure 6
also shows that the earliest spring ground frogisewecorded on 17 April 1983,
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and the latest — on 3 June 1991. The variabilihgeafor the occurrence of the
earliest and the latest spring frosts amounted.tdays.
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The earliest autumn frosts in the locality undexiysis occurred on 8 September
1993, and the latest — on 28 October 1989. Thahiaty range for these dates was
50 days — which is eighteen days shorter thanetnzith. Trends calculated for the
last spring and the first autumn frosts provedednsignificant. A significant trend
concerns only the last spring frosts in Mikotfajki(0.360, p = 0.05).
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The average length of the frost-free period in NaKa in the forty years un-
der examination was 144 days (Fig. 8) and it wame rdays shorter than in
Ketrzyn. The shortest frost-free period was in 199102 days, and the longest
was 165 days in 1975 and 1989.
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Average and extreme dates of the occurrence afigmd autumn frosts in
the localities under examinations, despite theiselvicinity, significantly differ.
Spring frosts in the area of Warmia and Mazury lasger than in other regions
of Poland (Kaminski et al. 1987). In comparison to the corresponding muggusy
period (1966-2005), in central Mazovia — in theinity of Warsaw — the last
spring ground frosts occurred at the end of Apnidl ahe first autumn ones — in
mid-October. Additionally, in the period under aysa$, the tendency of lengthen-
ing the frost-free period can be observed for bumihth-eastern Poland and its
central part (Kolagiski 2008).

The highest number of days with spring and autwostd in the 40-year period
under examination was recorded intigyn in 1971 and 1975: 37 and 39 days, re-
spectively, and the lowest in 1966 and 1977 — eigltseven days (Fig. 9). The av-
erage number of days with ground frost was 31.6.(Tp
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Table 1. Number of days with spring and autumn ground fio$€etrzyn and Mikotajki during the
evaluated forty years

Locality Ketrzyn Mikotajki
Spring ground frost
Number of days Number of days
Month with ground-frost Percentage with ground-frost Percentage
March 60 6.8 30 5.8
April 625 713 368 72.0
May 178 20.3 111 21.7
June 13 1.4 2 0.4
Total 876 511 100
Average 21.9 12.8
in spring
Autumn ground frost
September 67 174 33 14.8
October 238 61.8 124 55.6
November 80 20.8 66 29.6
Total 385 223 100
Average 96 56
in autumn
Total
of spring 1261 734 100
and autumn
Average
of spring 315 18.3

and autumn
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In Mikotajki, the greatest number of days with gndurost (Fig. 10) occurred
in 1982 and 1981: 34 and 32 days, respectively,thadowest in 1966, 1967,
1969, 1979, 1987, 1997 and 1998: 4, 7, 9, 8, JiP&days, respectively. The
average number of days with frosts in the localityder examination was 18
(Tab. 1). In Mikotajki, in the multi-year period dar analysis, there were seven
years with frosts lasting from three to nine daysirdy the vegetation period,
while in Ketrzyn there were two such years.

In Ketrzyn, in the 40-year period under analysis, theege eight years re-
corded with at least 30-day frosts in the vegetaperiod, while in Mikofajki
there were only four such years.

Trends for the number of days with ground frosKigtrzyn were insignifi-
cant, while in Mikofajki they were significant (r&313, p = 0.05), from the per-
spective of verifying statistical hypotheses.

Figure 11 presents changes in the number of siiigigautumn frosts in the
ranges of the temperature drop: 0°2,0-2.1-4.6C, <—4.6C. In the multi-year
period under analysis, 1966-2005, both tirKyn and Mikotajki, light frosts (0 to
—2.0C) occurred most frequently: 660 and 433 days,eesgly, while strong
frosts (<—4.6C) were the least frequent: 238 and 123 days, ctispl.

Table 1 presents the number of days with frostsirgtdn individual months
of the vegetation period. As results from the pnése data concerning the period
under analysis, spring frosts irgtikzyn and Mikotajki most frequently occurred in
April, amounting to 652 and 368 days, respectivellich accounted for 71 and
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72% of spring frosts. On average, the number ok daythis month was 15 in
Ketrzyn, and 9 in Mikotajki. Autumn frosts most frezntly occurred in October:
in Ketrzyn — 238 days in total, and in Mikotajki — 12dyd. This accounted for 62
and 56% autumn frosts, respectively. On averagentimber of October ground
frosts per year in Krzyn was six, and in Mikotajki it was three.
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In the 1966-2005 vegetation periods under analysithe Mazurskie Lake-
land, both in Ktrzyn and in Mikofajki, spring frosts accounted &%, and au-
tumn ones — for 30% of all frosts. Significant diffinces occurred in the localities
under examination as regards the dates of occ@rehe number of days with
frosts and the length of the frost-free period Mikotajki, the number of days
with frosts was by thirteen days lower, on averapan in ketrzyn and it
amounted to 31.5 and 18.3 days, respectively. Thaekees were higher in the
case of Ktrzyn and lower in Mikofajki, in comparison to tl®-year period of
1951-1980 and the 10-year period of 1963-1972/(Kaski 1974,; Kaminski et
al. 1987). The reason for these changes could beré®migouse effect, and there-
fore, climate warming. Consequently, the processwiiter shortening is ob-
served, along with the lengthening of early wirdad early spring. On the other
hand, the length of summer and autumn did not temew important trends of
changes. Additionally, the existing climate changes of a linear nature, and
apart from that, a significant variability of clitia elements, caused by fluctua-
tions, can be observed (Kossowska-Cezak 2003).didtebution of differences
as regards frost occurrence parameters could fesaitthe geographical location
of the towns under analysis. Mikotajki is situatadre southwards thanekzyn,
and a prevailing circulation of south-east air mass observed there (Kajoun-
ski 2008), while in Ktrzyn — circulation from the north-west is recordéd
should be mentioned that Mikotajki is situated amderge water bodies, which
show a mitigating effect on the development of meimgical elements on the
adjacent areas (Grant 2004).

CONCLUSIONS

1. The length of the vegetation period in the fortyange under analysis
amounted in i§trzyn, on average, to 212 days, and in Mikotajkb-210 days.

2. The range of variation for the dates of springtfia=urred at 5 cm abore
ground level occurrence ingzyn was 68 days, and in Mikofajki — 51 days.

3. In the examined period of 1966-2005, the lengttheffrost-free period in
Mikotajki was longer than in Kirzyn by nine days, on average.

4. In the localities under examination, mild frost®-2.0°C occurred most
often, while strong frost, of more than “££Qwere the least frequent.

5. Spring frosts accounted for about 70% of all frosibey occurred
slightly more often in Ktrzyn than in Mikotajki.
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6. Autumn frosts were reported mainly in October anganted to 62% in
Ketrzyn and to 56% in Mikotajki.

7. The average number of days with ground frost indWiji was by thir-
teen days shorter than irctkzyn and amounted to 31.5 and 18.3 days, respec-
tively.
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INTRODUCTION

The importance of leguminous plants, i.e. peane@ind faba bean, began to
decline in the 1970s due to the intensification eneémization of agriculture and
the greater availability of cheap, solvent-extrdctey cake. However, in recent
years, an increase in the areas of their cultimabias been observed, resulting
from the possibility of obtaining additional sulsisl for agricultural and envi-
ronmental programmes, as well as from trends intaghnology toward promot-
ing ecological and sustainable agriculture ¢&ak 2000, 2001), since the nega-
tive results of the lack of proper crop rotatioe Becoming increasingly percepti-
ble, particularly on light soils, while the cultti@n of leguminous plants has
a favourable effect on the physical, chemical amgtgsanitary properties of soil.
Consequently, the interest in their cultivatiorglinling lupine, is increasing in Po-
land and in other countries of the European Urimdlgny 2004). Research into the
nutritive use of lupine is being conducted on namsttinents and in some countries
(e.g. Chile, Peru) and is already added to basiweatary products in order to in-
crease the amount of protein consumed in goverminprigrammes. Among the
three species of lupine cultivated in Poland, medleaf cultivars are characterized by
the shortest period of vegetation, higher resigtéam@anthracnose and increased yield-
ing capacity (Jasska and Kotecki 2001). Root nodule bacteria ofrlegdihizobium
lupini, in favourable conditions of the habitat, canudjpx to 200 kg N/ha, of which
about 80-90 kg of nitrogen remains in the soildoccessive crops. Due to its deep
root system, lupine is able to uptake the nutrigreished inside, which are unavail-
able for many cultivated plants. It can leave ugQdkg of phosphorus and 45 kg of
potassium per hectare in post-harvest remains.

The literature to date on the subject of lupines imainly focused on agro-
technology, while papers dealing with the determmmaof the plant dependency

"Research work financed from the resources allodatestience in 2008-2011 as a research project.
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on weather conditions are scarce (Andrejko and l@&wicz 2003, Podksy and
Podlgna 2008, Strobel and Pszczotkowski 2007, Szwejkoetsid. 2001, 2002).
Therefore, an examination of the relationship betwthe yielding of blue lupine
(Emir cultivar) and selected meteorological factorsnorth-eastern Poland has
been selected as the aim of this study.

MATERIALS AND METHODS

Source materials concerning yielding and conditimnghe cultivation of_u-
pinus angudtifolius of the EMIR cultivar come from 1987-2002 and anige
from the COBORU experimental stations for varietgessment located in Gto-
dowo and Marianowo, while for Wrécikowo the avalllata concerned 1994-
2002. Experiments were conducted in soils of vespdy good and weak rye
complex (class lllb, IVa and IVb), and spring cropsvheat or barley — were
most frequently used as the forecrop. The dataigedvby COBORU also in-
cluded the dates of sowing and the appearancesié paenological phases, as
well as the data concerning weather conditionsienform of 24h values of mean
temperature and precipitation. Due to the lackegbrds for the total radiation, its
24h values were estimated following the equatioavigled by Huntaet al.
(1998), based on maximum and minimum temperatswess of precipitation and
radiation in upper layers of atmosphere, from 12080, originating from mete-
orological stations conducting actinometric measuets. With this aim in view,
the data from Mikotajki were used in Wrocikowo addrianowo, while the data
from Torua were applied for Gtodowo.

Bearing in mind the importance of individual elertgeim the life of plants as
well as the availability of meteorological datae #uthors assumed total radiation,
mean temperature and precipitation to be basiqenldent variables in the statis-
tical assessment of the weather-yield relationkytin further calculations, were
determined as follows:

SR1 TSR1 P1

SR2 TSR2 P2

SR3 TSR3 P3

SR4 TSR4 P4
where:

SR —sums of total radiation (MJ%n

TSR —sums of mean air temperati€)(

P — sums of precipitation (mm),
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The figure occurring at the variable indicatespkeaod:

1 — sowing — germination,

2 — germination — the beginning of flowering,

3 — beginning of flowering — end of flowering,

4 — end of flowering — technical maturity.

The calculations applied the multiple regressiothme (linear and quadratic)
with step-wise selection of variables. The equatioansidered only those vari-
ables for which the coefficients of regression wsignificant at the level of at
leasta = 0.1. The equations were evaluated first on th&isbof determination
coefficient R, applied in most research of this type, and afieds, the adjusted
determination coefficient R,— was applied, and therﬁj%d, which was determined
through the Cross Validation procedure (Kuchar 20@1s used as a very rigor-
ous criterion of evaluation to avoid over-paranzettion of the model, i.e. unsuit-
able description of the phenomenon, particularhemiets of input data are not
numerous. When the value oprd was significant and slightly departed frorh R
statistics, it was assumed that its predictive @abas high and when it was close
to zero a model was disqualified. The significantentire equations was exam-
ined by testing the significance of determinatiaeféicients by applying the F-
Snedecor test; the equations were created for padbd of cultivar growth;
therefore, the amount of yield can be determinetth wertain probability during
the vegetation, by using basic meteorological fiacfiuchar 1993, Faber 1996).

RESULTS AND DISCUSSION

As follows from the comparison of data concerningding (Tab. 1, Fig. 1)
the highest yields ofupinus angustifolius of the Emir cultivar were obtained
under the conditions of Wrocikowo, where it amodnten average, to 3.hat
for the multi-year period. In Marianowo, the cultivyielded an average level of
2.7, and in Glodowo — 2.6 t HaThe yield was much diversified in individual
years and it ranged from 1.0 to 4.9 t'h@he results from Glodowo in 1989 were
eliminated from the research period. This was bseabe yield obtained was
very low (0.4 t hd) as a result of the simultaneous occurrence ofyneaternal
factors that are unfavourable for lupine cultivat{tow pH of the soil (4.3), April
and May ground frosts, high deficiency of humiditythese months and conse-
quently, the occurrence of fusarium diseases).als wonsidered if the entire ex-
periment should be disqualified.
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Table 1. Basic statistic parameters of Lupine Emir variety

Station Average Min Max SD Ccv
(thal) (thal) (thal) (thal) (%)

Gtodowo
(¢ 52° 50, 1 19° 14) 2.57 1.32 431 0.89 34.47
Wrécikowo
(¢ 53° 50, 2 20° 41) 3.23 1.75 4.90 1.11 34.36
Marianowo
(¢ 53° 13, 1 22° 06) 2.70 1.02 4.36 0.96 35.55
Explanations:
SD - standard deviation Maxaximal
CV - coefficient of variation Minminimal

Yielil {t ha-1)
o)

1987 1885 1989 18990 1991 1993 19893 146684 16895 1996 1997 1988 19585 2000 2001 2002

| OGtodowno  aharianowo HWrUCIkUV\O|

Fig. 1. Yielding of Lupinus angustifolius Emir variety in the years 1987-2002

The cultivar showed a poorer yield in 1987, 199@ &me poorest in 1999,
probably as a result of heavy rainfall in the peiad germination — the beginning of
flowering, which was the reason for the extendddrphases. On the other hand,
the highest yields, exceeding 4.0 tthavere characteristic for 1991 and 1998 in
Gtodowo, 1996 and 2000 in Marianowo and 2000 a2 20 Wrécikowo (Fig. 1).

The mean and extreme dates of sowing and phenalggi@ses of the Emir
cultivar in individual stations are presented irbl[Ea2, descriptive statistics of the
lengths of interphase periods in Table 3, and mmetegical factors for growing
periods are presented in Table 4.
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Table 2. Terms of sowing and phenological phases of LupangustifoliusEmir variety

Term Sowing Germinationo'?ﬁ(g)iwngiinn%J End of flowering Complete maturity

G 7.04 26.04 6.06 2.07 6.08
Average W 9.04 27.04 8.06 11.07 11.08

M 16.04 30.04 10.06 3.07 7.08

G 27.03 16.04 23.05 19.06 17.07
The erliest W 29.03 15.04 26.05 22.06 23.07

M 2.04 18.04 28.05 17.06 24.07

G 20.04 4.05 22.06 21.07 25.08
The latest W  25.04 9.05 22.06 5.08 25.08

M 4.05 17.05 28.06 23.07 7.09

G — Glodowo, W — Wrécikowo, M — Marianowo.

Table 3. Description statistic of interphases duration opine-EMIR /days/

Mean duration Max Min
Period
G w M G w M G w M
1 19 18 14 29 29 21 10 9 10
2 41 42 41 52 53 52 36 34 35
3 26 33 23 45 51 36 20 19 17
4 36 32 36 37 44 32 18 20 12

Period: 1 — sowing-germination,
2 — germination-beginning of flowering,
3 — beginning of flowering-end of flowering,

4 — end of flowering-technical maturity.
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Table 4. Basic statistic parameters of meteorological fackorgrowth period Lupinus

Variable Average Min Max SD cv
Gtodowo
SR1 260 167 341 59 23
SR2 779 632 879 69 9
SR3 454 230 663 106 23
SR4 591 400 846 116 20
TSR1 148 96 207 28 19
TSR2 552 479 597 34 6
TSR3 418 218 612 107 26
TSR4 603 426 888 129 21
P1 20 0 57 17 85
P2 62 10 157 39 63
P3 69 18 154 39 57
P4 88 30 143 29 33
Wrocikowo
SR1 237 158 341 63 27
SR2 833 673 991 94 11
SR3 610 427 853 128 21
SR4 589 365 748 144 24
TSR1 135 100 161 19 14
TSR2 561 505 627 37 7
TSR3 529 319 754 126 24
TSR4 567 388 691 121 21
P1 26 1 51 18 69
P2 80 37 174 41 51
P3 83 23 118 41 49
P4 57 0 122 43 75
Marianowo
SR1 232 150 332 52 22
SR2 819 700 982 92 11
SR3 418 288 721 109 26
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SR4 642 452 816 117 18
TSR1 136 80 171 24 18
TSR2 574 483 668 39 7
TSR3 373 271 700 108 29
TSR4 641 501 796 87 14
P1 14 1 52 16 114
P2 68 8 125 34 50
P3 54 14 119 30 56
P4 77 8 144 40 52

Explanations CD, CV, Max, Min, period 1-4 as in Tegbl and 3
Variable:

SR — sums of global radiation (MJ3n

TSR - sums of average temperature of air (°C),

P — sums of precipitation (mm).

Lupine seeds in Gtodowo and in Wrocikowo were seanier (usually on
7 April and 9 April, respectively) than in Marianow16.04), and the number of
days between sowing and germination ranged fronin1Mlarianowo to 18 in
Wrécikowo and 19 days in Glodowo. According to Saski et al. (1996), the
length of this period is shortened along with thewgh in temperature, and the
plants should be subject to a short period of as#ni.e. vernalization, which
influences the further course of development peariododiény and Strobel
(2006) report that the beginning of April is thesbdate for sowing, in order to
obtain a high yield of blue lupine. Calculated mesamms of total radiation
amounted at that time between 232 and 260 MJthe sums of mean tempera-
tures — 135-14%, and precipitation — 14-26 mm.

Germination was observed in the last pentada oil £&28-30.04), and the be-
ginning of flowering in the second pentada of J(®&d0.06). The length of the
germination-beginning of flowering period in statsowas very even, amounting
to 41-42 days. In that time, the cultivar needezghehding on the station, total
radiation ranging from about 780 to 830 MZ,riotal mean temperature of 550-
570°C and 60-80 mm of precipitation. The end of thevédng period fell usually
on the first decade of July; flowering lasted, orerage, between 23 days in
Marianowo and 33 days in Wrécikowo, and the exathimeteorological factors
amounted to 418-610 MJ In370-536C and 54-83 mm, respectively. The Emir
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cultivar obtained its technical maturity at thentarf the first decade of August, and
the length of the last development period (the @nflowering-technical maturity)
lasted from 32 to 36 days. During that period, sofradiation reached values from
about 590 to 640 MJ fn average temperature — 570-82@&nd total precipitation
ranged from 57 to 88 mm. In individual agrophatiesiy extreme values greatly de-
parted from the mean, while minimum values wereroétqual to zero.

The sowing-technical maturity period lasted, orrage, 114 days in Marianowo,
112 days in Glodowo and 125 in Wrdcikowo, and swinghe examined factors
amounted, in individual stations (in the same Qrtler SR — from 2084, 2112 to
2268 MJ nif, TSR 1721-179Z and P — 213, 239, 243 mm, respectively.

An analysis of the relations between meteorolodetors (SR, TSR, P) and
yielding (presented by means of correlation factdrselected variables (Tab. 5)
and regression equations (Tab. 6) shows that tpaatrof meteorological factors
on yielding of lupine of the Emir cultivar was vedi depending on the location of
the station. In Marianowo, the values of deternigmatoefficient B significantly
grew along with the progress of vegetation: from00(in the i' agrophase of
growth) to 0.74 in the period of plant maturia?edj amounted to 0.36-0.68, re-
spectively. All equations passed a CV test andstiope of fluctuations of ZBed
indicators ranged from 0.29 to 0.59. Yielding dmt significantly depend on the
sums of precipitation and total radiation calculafer the sowing-germination
period, while values below the averages for thestofs favoured high yielding.
It should also be explained that these were quadmationships with small re-
gression factors; therefore, their quite moderatpaict on yield should be as-
sumed. In Wrécikowo (as in Glodowo), no regressguations at all were cre-
ated for the sowing-germination period; probablgrihal-solar conditions and
humidity reserves after winter were satisfactorthiese areas.

In significant models, created for the consecutiggelopment periods of this
cultivar, the yielding was significantly and negaty affected by the sums of
precipitation calculated for the germination-begignof flowering period (linear
and quadratic relations) and in an equation crefaethe third agrophase — also
by precipitations of the flowering period. Accordito Ceglarek (2000), the best
conditions for plant growth include sufficiently ghi humidity together with
a moderate temperature — which corresponds toethdts obtained. High deter-
mination coefficients, Rand F%adj, exceeding even 90% of total variability, were
obtained in the research, but none of the equatimssed a CV test, which
showed the lack of significance of the models du¢heir over-parametrization
(small sample size).
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Table5. Coefficient of correlation (B Rzadj, Rzp,ed) for selected of variables in equations regression

Period Variables (in regression equation)N R? Readi Repred Six
Gtlodowo
1 -
1-2 KSR2 0.29* 0.24* 0.10 0.8
KSR2 P1 15 0.41* 0.32* 0.08 0.7
1-3 KSR2 P1 KTSR3 0.60**  0.49*= 2B 0.6
1-4 lack of better
Wrdcikowo
1 -
1-2 P2 0.65*** 0.60** 0 0.7
P2 KP2 9 0.84%+* 0.78* 0 0.5
P2 KP2 KSR2 0.94*=*  0.90*** 0.46 0.4
1-3 P2 KP2 P3 0.94*=*  0.91** 0 0.3
1-4 lack of better
Marianowo
1 KP1 0.40***  0.36* 0.29** 0.8
KP1 KSR1 0.67***  0.62***  0.56*** 0.6
KP1 KSR1 P1 16 0.71%*  0.63*** 0.43* 0.6
1-2 KP1 KSR1 SR2 0.73***  0.66** 0.59* 0.6
1-3 lack of better
1-4 KP1 KSR1 P4 0.74***  0.68** 0.54** 0.5

* x* +x% denote significance levels p = 0.1. 0.08.01.

N — number of observations.

S,x — standard error of estimation.

K — square function.

Explanations SR. TSR. P. period 1-4 as in Tablasd4.



120

Table 6. Selected regression equations taking into acahentesults of CV test

Regression equations

Period
Gtodowo
1 -
1.2 y = 5.33**— 0.0001**KSR2
y = 5.43**— 0.0001**KSR2 + 0.02 P1
1-3 y = 6.53**~ 0.0001**KSR2 + 0.03**P1 — 0.0001**KTSR3
1-4 lack of better
Wrécikowo
1 -
1-2 y = 4.95*%* — 0.02**P2
y =7.34** - 0.08**P2 + 0.0003**KP2
y = 6.25"* — 0.09**P2 + 0.0003**KP2 + 0.0001 KSR2
1-3 y = 7.63** — 0.07**P2 + 0.0002**KP2 — 0.01*P3
1-4 lack of better
Marianowo
1 y = 3.05** — 0.0008***KP1
y = 4.25** — 0.0009**KP1 — 0.0001**KSR1
y =4.08**—0.003** KP1-0.0001**KSR1 + 0.04PP
1-2 y = 6.57*** — 0.0009**KP1 — 0.0001**KSR1 — 0.003F%2
1-3 lack of better
1.4 y = 3.74** — 0.0009***KP1 — 0.0001***KSR1 + 0.0064#

Explanations as in Tables 2 and 5.



121

Similarly in Glodowo, despite obtaining relativetjgh values of R reaching
0.60 and 0.49 &y, no model was selected for the cultivar in thet€st. Its yielding
was significantly negatively affected by sums dafiaion from germination to the
beginning of flowering, while in an equation cregter the third agrophase, sums of
mean temperature of the flowering period were aisluded (in this case, because
the relation was quadratic, moderate values wesigathde), along with sums of pre-
cipitation calculated for the sowing-germinationipe. According to Poulaimt al.
(1990), during the vegetative growth of plants, mealues of solar radiation were
negatively correlated with yield. Similar resulteres obtained for some cultivars of
Pisum sativum (e.g. Karat in Radostowo) by Grabowska (2004),ibundividual
stations and for the majority of cultivars (e.gVifrécikowo), a favourable effect of
higher sums of radiation on yield was revealed.l&oy and Strobel (2006) found
the configuration of weather conditions during Vmdiial years of research had
a negative effect on lupine yield in 1991-1993.

CONCLUSIONS

1. In the years of research (1987-2002), a clear rdiffigation of weather
conditions, i.e. solar radiation, average tempeeatand precipitation, was ob-
served in individual periods of growth and develeminof Lupinus angustifolius
of the Emir cultivar, which significantly affectebe yield (2.6-3.2 t 3, dates of
phenological appearances and the length of intsgpariods.

2. Obtained statistical models of yield, as most stiaal models, have lim-
ited implementation to the point (area) and timewbich were fixed. For the aim
of evaluation their universality was conductedvhéfication on the independent
material. The implementation of the cross-validajwocedure, showed that good
yield evaluation R%,.>50%) could give regression equations built only fo
Marianowo station. Factors significantly affectitige yield of the cultivar in-
cluded total radiation and precipitation in the saywgermination period. For the
experimental stations in Gtodowo and Wrdcikowo, ithgression models created
(despite the high determination factorsadRd F?adj that are commonly applied in
this type of research) did not pass a verificapoocedure using a CV test.
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INTRODUCTION

Changing climatic conditions necessitate the needadaptive changes of
many branches of agricultural production in ordeoptimize production condi-
tions and to minimize losses (Eitzingsral 2009, Ratajkiewicz 2009). Variabili-
ty of agrometeorological conditions may determirereup to 80% variation in
quantity of the obtained yield (Petr 1991). Therefothe demand for agro-
meteorological forecasts, that will provide infotinpa on the weather conditions
projected for the next day, the expected impacthese conditions on growth,
development and yield of crops, as well as thdiliked of certain diseases and
pests of plants, is increasing from year to yeavodgenboom 2000, Rijks and
Baradas 2000, Stigtet al 2000, Strand 2000, Weiss al. 2000). Results of the
survey conducted among farmers in Wielkopolska &eg the years 2001-2002
clearly indicated the urgent need for creation mfagrometeorological decision
support service in this region (Geppert 2002, dska 2002). As many as 97% of
farms, among 180 surveyed households, indicatetiébd to obtain agrometeo-
rological information and 91% would like to know atlis the probability of pests
gradation and crop diseases. The need to obtaimageorological forecasts was
so strong that vast majority (i.e. 82%) of farmeeslared the possibility of unpa-
id placement of agrometeorological stations orrtfeeim, and in the future, if the
forecasts meet their expectations, they would Bengito bear the costs of the
received agrometeorological advice.

Agrometeorological forecasts have undoubtedly breca key component of
any decision support systems in agriculture, alhgwbne to optimize the condi-
tions of crop production on the scale of a singlerf, the entire region and even
the country (Hoogenboom 2000, Sivakunedral. 2000). This optimization is
based primarily on adjusting the dates of plantrébal protection treatments, pro-
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tection against frost and wind, irrigation, feddltion, and even sowing and harvest-
ing, to the meteorological conditions in a givemiqgek Such actions are connected
with the need to develop the models that wouldipteélde occurrence of specified

events and threats depending on the meteorologpcalitions. What is more, these

activities can improve the yield quality, incredsequantity and thus, in conse-

quence, bring economic benefits (Joakal. 2000, Rijks and Baradas 2000).

In Poland, the creation of agrometeorologicali@tat network was already
initiated in the 60s (Molga 1970). Due to financéhlortages and deep political
and economic changes, this project was never ifulpjemented. Another attempt
to create agrometeorological information services wigade in the current Za-
chodniopomorskie Voivodship in 1998. Agriculturadi@Sultancy Center in Bonin
near Koszalin, in cooperation with the InstituteHyfdrology and Agrometeorol-
ogy in Padua, using the PHARE funds created a m&twbd four automatic
weather stations, which were the primary sourcagsbmeteorological informa-
tion in the region (Baet al. 1998). The agrometeorological information was pre-
pared and made available to farmers in the redioough various media. It was
based on the Polish Institute of Meteorology andieN&lanagement (IMGW)
weather forecasts, measurement data coming fromtibee mentioned stations
and field observations. This service, as well as dfeated network of stations,
ceased to operate in 2003.

A particularly valuable source of agrometeorolofinformation supplement-
ing the decision support systems in Poland withasselated to the plant protec-
tion are mainly the Institute of Soil Sciences dldnt Protection (IUNG) in
Putawy and the Institute of Plant Protection (IORPozna. As a result of coop-
eration between these institutions and IMGW therimtt Decision Support Sys-
tem in the Integrated Plant Protection was creatatie years 2000-2002. This
website presents the results of modeling predictiates indicating the occur-
rences of certain cereal and potato diseases.

In the years 2004-2006, the Wielkopolska Regioarhett Agrometeorological
Information Service (WISIA) was created. This seeviwas established at the
Faculty of Land Reclamation and Environmental Eaging by the Meteorology
Department of Poznan University of Life Sciencedl(B), in cooperation of the
Meteorology Department of PULS with the Interdidicigry Center of Mathemat-
ical Modeling (ICM) at Warsaw University. These Wwemwere the final result of
the research project (financed by the Polish Mipisf Science (KBN)) carried
out by the Meteorology Department under the foltayitle: "'The use of digital
weather forecasts for the construction of local@gneteorological forecasts and
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the assessment of the quality of their applicatiorthe agrometeorological protec-
tion of agriculturé (Project KBN (Polish Ministry of Science) No. 0BPO6R 25).
The website of the WISIA service is available fréypril 2005 in a free version at
www.agrometeo.pl

The purpose of this paper is to present the streicind functioning of Wiel-
kopolska Region Internet Agrometeorological Infotima Service (WISIA) three
years after completion of the project financed figh Ministry of Science,
which resulted in creation of this service. The grapresents the results of the
survey conducted on users of the website, whicle wer basis for the evaluation
of the service quality and the accuracy of the gmeed forecasts.

The information used to create WISIA service
Weather forecasts

The basic element of agrometeorological informmata WISIA website is the
weather forecast. The source of the meteorologidatrmation used in for the
preparation of agrometeorological information fbe tfarmers in Wielkopolska
Region is the Interdisciplinary Centre for Matheiwet Modeling (ICM) at the
Warsaw University. The digital ICM weather forecaate available on the Inter-
net in a graphic form on the page http://new.mgtléoThese are 84-hour fore-
casts, updated every six hours and determined-fmu8 time intervals. The ICM
forecasts used presently on WISIA website are alymto of the numerical
COAMPS (Coupled Ocean/Atmosphere Mesoscale PredicBystem) model.
This model was developed by the U.S. Marine MetegsoDivision (MMD) of
the Naval Research Laboratory (NRL). COAMPS modaiks on a 13-km grid.

The network of automated agro-meteorological statios

The network of automatic weather stations of thetddrology Department of
PULS was created at the turn of November and Dbeer2004 and consists of
four stations (Lény et al. 2004, Juszczakt al. 2005). Stations in Ztotniki near
Znin, Wieszczyczyn nedrem, and Stare Miasto near Wronki are located in cu
tivated fields about 100-250 meters from the famnidings. The fourth station
located in Rzecin near Wronki is located in thet@part of 140 hectars of wet-
lands surrounded by a forest. Detailed informatiarnthe equipment and opera-
tions of the stations are included in the work dmaket al. (2005).
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The structure of WISIA website

The user of WISIA website obtains information abthe weather conditions
for a given day and the weather forecast for 2 dagglvance, agrometeorological
forecast and the forecast of wind chill temperafkig. 1, bookmark FORE-CAST-
PROGNOZA). Additionally, in METEO DATA (DANE METEOpookmark, there
are available meteorological data from weathercast model (for any specified
period of time), and meteorological data measuredha stations (Ztotniki,
Wieszczyczyn, Stare Miasto, Rzecin). Also the distnost important website ad-
dresses of the institution and portals dedicatethéoproblems of agriculture and
weather forecasting (bookmark LINKS-LINKOWNIA) che quite useful.

Wielkopolski Infernetowy Serwis
Informacji Agrometeorologicznej

Fig. 1. Theview of the main page of WISIA website (www.agrdeeepl)
Meteorological and agrometeorological forecasts

Meteorological and agrometeorological forecases developed for the com-
munities located in Wielkopolska Province, the easpart of the Lubuskie Prov-
ince, the south-eastern part of Zachodnio-PomorBkerince and the southern
parts of Kujawsko-Pomorskie Province. A websiterusking interest in these
forecasts must choose the county, then the mutitgipgor which he wants to
obtain the forecast. The selection is done by kiglon the appropriate area of
the displayed map (Fig. 2). Weather forecasts aedladle in a graphic form.
A forecast includes the following meteorologicagrekents: air temperature at the
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ground level and at 1.5 m height, soil tempera&irg cm depth, the relative hu-
midity of the air at 1.5 m and soil moisture, atplosric pressure and wind speed,
direction, cloudiness, precipitation and total aidin (Fig. 3).
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Fig. 2. The map of counties and municipalities for whidke can select the weather forecast presentation
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Agrometeorological forecasts — detailed selection

Choosing the "agrometeorological forecast" boolkngard defining the muni-
cipality for which the forecast is to be preparede receives a display of the list
with the elements of the agrometeorological fore@asg. 4).

A service user obtains the following information:

sum of degree days (3 days back, for a given ddytwno days forward,
there is available a degree-day calculator to taleuhe degree days for
any period of time and any threshold temperatuzggulated on the ba-
sis of the data from COAMPS weather model for amymunity,
precipitation (the daily sum and cumulative monttaynfall as well as
from January and November), the data obtained fitoenMeteorology
Department stations and calculated on the bas@ata from COAMPS
weather model for any community,

potential evapotranspiration (using Penman-Mont&itimula, the daily
sums and accumulated for different time intervaddyulated on the basis
of the data from COAMPS weather model for any comityy

actual evapotranspiration (from the Heat Balancal&ldLesny 1998),
the daily sums and accumulated for different tinegiquls and different
crops: beets, canola, corn, winter and spring t®reealculated on the
basis of the data from COAMPS weather model for@mymunity,
signaling the occurrence of dew (3 days back, fgiven day and two
days forward), calculated on the basis of the ttata COAMPS weather
model for any community,

total radiation and insolation (daily sums and clative, three days back,
for a given day and two days forward); calculatadie basis of the data
from COAMPS weather model for any community,

dates of the occurrence of pests threatening @ogdruit (e.g. colorado
potato beetle, apple codling moth, plum fruit mgibach and apple aph-
ids), modeled on the basis of the data from COAMRSther model for
any community, (details Juszczekal. 2008, 2009)

potato blight warning (IUNG Putawy),

conditions for chemical plant protection treatmefus different chemical
agents separately (systemic, contact and plungepdped for a given day
and two days forward; counted on the basis of ddta from COAMPS
weather model for any community),

Deutsche WetterDienst agrometeorological forecagifable until June
2009).
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Quality verification of WISIA service operation

The assessment of the quality of WISIA servicerafien was conducted on
the basis of a survey group of farmers from Wietkeka Province. Farmers were
selected from those who were surveyed in the y2d@4d and 2002, during the
preparatory work for the project (Geppert 2002, atdka 2002) and declared
access to the Internet. At that time 180 farms vessamined, including 83 large-
scale farms (50 to 2000 ha), 28 small farms (50dra) 69 specialized farms
(from 0.5 to 1000 ha). 52% of the farmers had amaer with the internet
access (most among the specialized farms — moneG0is).

The survey of farmers was launched in 2006 (Wanaski 2007). Prior to the
surveys, a telephone contact was made with ovdar®@ers having access to the
Internet, during which they were familiarized WiISIA service offer and poten-
tial benefits possible to obtain after taking intmsideration the agrometeorological
information in their daily work. In addition, afterfarmer became positively inter-
ested in WISIA service, they were asked a questégarding the planned trial sur-
veys. The question wadDb you agree to participate in a survey, which wérve
to assess the quality of the agro-meteorologicalise operatior?"

Most of 90 farmers mentioned above declared thdiingness to cooperate
with WISIA service providers. Those farmers wereviled with the survey rules
and after their acceptance the prepared surveys s@tt to each of them, three
months ahead, including the addressed and stangech renvelopes. Unfortu-
nately, only some of them continued the cooperatiotil the end of 2006. Al-
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though the quantity of collected material was défe from the expectations of
the project authors, it constituted the basis fa preliminary analysis of the
quality of WISIA forecast service. Surveys weretritisited to all farmers at the
same time. It was assumed that each of the farmeutd send completed ques-
tionnaire at the end of each month.

Age characteristics of the surveyed farmers

50% of the surveyed farmers were from 50 to 60syetd. The elderly ac-
counted for only 10% of all farmers (Fig. 5). Farmi this age group accounted
for a relatively large percentage of people, assgrtiat they are people running
the farm on their own. Intriguingly, a relativelynall percentage of young people
were under 25 years of age (5%) and there werersops aged 25-35 years. Next
largest group of farmers were those between 3&@ngkars old. They represented
35% of the surveyed farmers.

0% 5%

W <25 yearsold

[125-35years old
[ 36-49 years old
m 50-60 years old

>60 years old
50%

Fig. 5. Age of the surveyed farmers
Farms area

Most of the farms, up to 45%, ranged in the sizvben 50 and 100 hectares
(Fig. 6). Farms with the area of 100-300 hectacesanted for 20% of the total
number of farms. Larger farms, with the area exicep800 ha were owned by
about 10% of the surveyed farmers. Among smallraadium-sized farms, of up
to 50 hectares, the largest number were thoseantlaéin 20 ha, which accounted
for 15% of all farms. These are mostly specialifauns (e.g. gardening). Ap-
proximately 10% of farmers had a farm with the arethe range of 10-50 ha.
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Fig. 6. Farmland area of the surveyed farmers
Types of farms and agricultural activity

The largest number of the surveyed homesteads tivese that focus on cul-
tivation of cereals and root crops. They accourited27% and 24% of farms
(Fig. 7). The main source of livelihood for 16%tbé farmers' were pig livestock
farms. The poultry farming was the basic mainterdioc 11% of the farms, and
the cattle only 2%. Fruit-growing and horticulturere the basic production of
the 20% of the surveyed farms.

9% 0% 11% M Poultry farming
2%

Stock-farming

16%

 Pigs farming

M Corn growing

= Root crops growing
Horticulture

27% Orcharding

Others

Fig. 7. The breakdown of farms by the type of farming\étits

Evaluation of WISIA usage frequency by the farmers

The obtained results of the analysis suggestddhbasurveyed farmers used
the website quite often, but with variable regwa(Fig. 8). Approximately 46%
of the farmers used the service during the suregip@ from 5 to 7 times a week.
20% of the farmers in this group used it five tiraeseek, while over 13% of the
farmers visited the website 6 and 7 times a weebstMarmers, that is 28% of
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them, used the agrometeorological service twiceeakw Approximately 13% of
the farmers used the service from 1 to 3 timesygek.

13%

14% 1l

27%

0% 7
13%

Fig. 8. The percentage estimation of WISIA service useggpiency by the farmers during the week

Frequency of WISIA service usage by the farmetbénperiod of one month is
much lower than it might seem basing on the armlgairied out for one week
(Fig. 9). Since as many as 46% of the farmers tieedebsite 5-7 times a week, it
could be expected that the same number of farmeutdvbe using the service more
than 20 times per month. Meanwhile, only 36% offtreners (29% — 20 times per
month and 7% — 25) used the service with such &ecqu Most of the farmers, that
is 36%, used the service 10 times per month, afgd @Bthem 3 to 5 times per
month. Thus, the group of farmers regularly ushregdervice was relatively small.
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Fig. 9. The percentage estimation of WISIA service useggiency by the farmers during the month
Evaluation of the usage frequency of different eleents of WISIA service

From all elements of WISIA website, the meteoraafforecasts were used
most frequently (Fig. 10). The most important medéamical element of the fore-
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cast was for a farmer the precipitation (20%). Wired speed forecasts were used
slightly less frequently (12%). Whereas the infotioa on the air temperature
(4%) and the wind direction (1%) was used much fiegguiently.

As far as the agro-meteorological forecasts ane@med, the most often used
information regarded the occurrences of plant p€st8o) and the summary of
precipitation and cumulative precipitation valu8%oj. The forecast of the dates
for performing chemical plant protection were uséghtly less frequently (7%).
The remaining elements of agrometeorological fatcaere virtually not used.
The elements of the service such as occurrencewf potato blight, total radia-
tion and insolation forecasts were used in the matgange of 1%.

As far as the remaining service elements are ecoadethe links to the web-
sites of institutions involved in agriculture anéteorology were used most often.
However, in comparison to other elements of thisise, the links to other web-
sites were used relatively rarely. Service elemsuath as wind chill forecasts and
dictionary were used most infrequently (1%).

Percentage [%)]

Fig. 10.The percentage estimate of the usage frequertiog ofdividual service elements by the farmers

The evaluation of the 'usefulness' of the individal elements of WISIA
service

The usefulness of individual items in WISIA websitas assessed by means
of a point scale from 0 to 5 (0 — completely uselds— very little useful, 2 — little
useful, 3 — moderately useful, 4 — useful and &ry wuseful).
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The highest score of 5 was awarded by 100% okgad/farmers to the occur-
rences of dew forecasts and the negative forechgistato blight (Tab. 1). Thus, it
can be concluded that although these elementsrofmateorological forecasts are
used very rarely, in the opinion of the servicersisthey are necessary and useful.
Also the ICM meteorological forecasts were considerery useful. As many as 92%
of respondents rated the usefulness of this eleafight service as 4 or 5. The most
useful elements of this forecast were the pretipitforecasts (74% of respondents
gave scores of 4 or 5) and wind speed (73% — rdtmgb). When it comes to assess-
ing the elements of the meteorological forecadd%d®f the respondents found the
wind direction forecast to be moderately usefuhedelements of this forecast were
moderately helpful for 15-33% of the surveyed faisne

Table 1. The evaluation of the 'usefulness' of the indigldW/ISIA service elements in the percen-
tage of incidence of granting a certain numbgraifits on the scale from0to 5
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Estimations of the sum of degree days and evamgmation were the ele-
ments of agrometeorological forecasts used vepfyrakost likely, farmers were
unable to interpret correctly the results preseimetlis part of the website. High
utility of forecasting of dew and potato blight dathas been mentioned above. In
addition to these elements, the list of daily pp#tation sum and cumulative pre-
cipitation (100% of respondents), the projectiofisappearance dates of plants
pests (76%) and the forecast of the conditiongHerperforming of the chemical
plant protection treatments (60%) were rated ag useful (grade 5) and useful
(4). Forecasts of the occurrence dates of plargts @ad the forecast of the condi-
tions for performing chemical plant protection treant were assessed as mod-
erately helpful or slightly helpful by 25-40% farrse

The enclosed links to websites containing therinédion about the institutions
and portals related to agriculture (100% of respotglgave scores of 4 or 5) and to
websites related to meteorology (50% of respondgait® scores of 5 and 50%
gave 3) were rated as the most useful of all fleenremaining service items. The
dictionary utility was rated as moderate.

The evaluation of the "prediction accuracy' of indvidual WISIA service
elements

Precision of prediction of individual WISIA seréi@lements was rated in the
scale from 0 to 5 (0 — completely inaccurate, rywague, 2 — not very precise,
3 — moderately accurate, 4 — precise and 5 — \cayrate).

The precision of the ICM meteorological forecasts judged very different-
ly, as the points given ranged from 1 to 5 (Tab@)ly 17% of farmers found the
ICM forecast to be very precise (score 5) and 26%e precise (grade 4). Vast
majority of the farmers (42%) considered, howettet this is a forecast of mod-
erate accuracy (grade 3). For about 16% of thedesnCM forecast presented
low or very low accuracy. One of the elements @& theteorological forecasts
favorably evaluated was the precision of the wipdesl forecast. For 66% of
respondents this forecast was accurate or veryraeclAt the same time, 100%
of the farmers evaluated the wind direction forétase precise. Evaluation of
precipitation forecasting accuracy is very vagud probably this element influ-
enced the judgment of the whole ICM forecast. Ot696 of the farmers consi-
dered the precipitation forecast to be accuraterésé), or very accurate (score 5).
At the same time, however, as many as 31% of timeefis felt that the precipita-
tion forecast is moderately accurate (score 3).288t of the farmers this forecast



136

was not very precise or hardly precise. The evalnaif air temperature forecast-
ing accuracy was relatively good. In fact, as masy0% of the farmers treated
this forecast as very precise and for the remaifbtg it was moderately precise.

Table 2. The evaluation of the ‘prediction accuracy' of ihdividual WISIA service elements in the
percentage of incidence of granting a certain remolb points on the scale from 0 to 5

Elements of the WISIA service
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As far as the agrometeorological forecasts elesnarg concerned, the sum of
degree days and evapotranspiration were entiradylamked in the evaluation. The
precision of forecasting the occurrence of dew ¥4@® respondents gave score of 5)
and the negative forecast of potato blight (100%aaiers gave score of 4) were
evaluated most favorably. The precision of dailgcpitation sums forecasting and
cumulative precipitation was assessed as good (6€86ing 4) or moderate (40% —
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rating 3). For most farmers, 67% of them, the faseof dates of the pests occurrence
was at a good level of precision, and for 50% efftttmers the forecast of the condi-

tions for performing chemical plant protection treents had moderate accuracy

(score 3). In the latter case, 25% of the farmewaght that these forecasts had good
or bad accuracy. The precision of forecasting timel whill temperatures was rated as

moderate (100% of farmers admitted scores 3).

The evaluation of the frequency of using the infanation contained in
WISIA service for different agricultural treatments

Definitely most of the farmers, as many as 57%gduse agrometeorological
information displayed in WISIA website for the cect determination of an op-
timal performance time of chemical plant protectimatments (Fig. 11). 22% of
the farmers used this information to determinetiime of grain harvesting and
17% of the farmers took it into account when spirgathe fertilizers. Only 4% of
the farmers determined the optimal time for grassving using the information
contained in WISIA service. None of the farms utes information when decid-
ing on hay drying.

57%

B Chemical agent application
Fertilization
B Grass mowing

B Hay draying

Corns harvesting

22%

0% 4% 17%

Fig. 11. The percentage evaluation of the frequency ohguslie information contained in WISIA
service for different agricultural treatments

On the basis of the analysis of questionnairesaedviews with the farmers,
it is clear that WISIA service fit in well with tHarmers daily work schedule. The
authors believe that one of the reasons why thécsgewas not used as a whole,
but only certain elements of it, was the inadequaigerstanding of its operation
principles. Therefore, the publication directedptmtential customers of WISIA
service was issued in 2006, the purpose of whichtawaeach farmers how to use
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this website properly and efficiently. This pubtioa has been distributed to the
farmers using WISIA service.

SUMMARY AND CONCLUSIONS

Agrometeorological information services are a ahla tool in the hands of
farmers who have ample knowledge and experiendeteopret the information
included in this service properly. This informatioan help one to determine the
dates for performing of the most important agriaxat activities, which in turn,
can significantly optimize the work of a farmer aatdeast help to minimize the
losses incurred as a result of improperly chosés dperforming the procedure.

Wielkopolska Region Internet Agrometeorologicafohmation Service is
a valuable source of agrometeorological informafarthe farmers in the region.
It enjoys a growing popularity, which is confirmég the number of visitors to
the website. Since April 2005, more than 195,008 hiave been registered,
which gives on average over 3,000 per month. Eaghntbre than 100 users visit
the website, which gives the evidence of high usefis of the service. The dy-
namics of the number of service users is showiguré 12. There were selected
a few random dates with the registered numbertefdr WISIA website.

200000
130000 /
160000 ad
140000 /
120000 //
100000

20000

60000 /

40000 /

20000
0]

Number of users

5-04-01
5-06-01
5-10-01 7
5-12-01 7
6-02-01 7
6-04-01
6-06-01
6-08-01
6-10-01
6-12-01 |
02-01
04-01
06-01
08-01
8-02-01
8-04-01 7
8-06-01
8-08-01
8-10-01
8-12-01
9-02-01
9-04-01 |
9-06-01
9-08-01
3-10-01
9-12-01 7
2010-02-01 7

200
200
200
200
200
200
200
200
200
200
200
200
200
200
2007-08-
200
200
200
200
200
200
200
200
200
200
200
200
200
200

2010-04-01 7

Fig. 12. The dynamics of the number of users of WISIA sanin the period from April 2005 to
May 2010

Adaptation of agriculture to changing agroclimationditions is urgently
needed to monitor the situation in the field toedetine, for example, the occur-
rences of pests, or a specific development phagsaots. Book-learned know-
ledge may prove to be insufficient in the lighttbé currently observed climate
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changes and its impact on the agro-ecosystem. Agjemrological information
services can help farmers to adapt production syster agricultural practices to
the changing production conditions.

An essential condition to obtain absolute confadeaf farmers in agrometeo-
rological services is to present fair weather ctio$é and weather forecasts for
the longest possible period of time. WISIA senvi@es gained recognition among
a wide range of users. Although the quality of filrecasts presented and verifia-
bility do not always meet the expectations of tkers. It is necessary to review
regularly the presented meteorological and agroonefiegical forecasts. This
task is especially difficult, even if not impos&bhwithout adequate funding and
highly trained staff.

The project which led to creating WISIA servicegsaconcluded with success
in December 2006. In the course of the projecizatbn and after its completion
the analysis of the meteorological and agrometegichl forecasts quality was
performed, however, on a limited basis, mainly tukack of sufficient staff and
modest project budget. Since then, the efforts t@en underway aimed at fund-
ing and development of the service. The institigiovishing to undertake the
cooperation on the commercialization of serviced iacreasing the range of its
operation are sought out and welcome. Despite ssumgeess and recognition
among the representatives of local authoritiesragget to say that there are no
clear decisions and willingness to cooperate. Tuthas of the service do hope
that WISIA service will be developed in the futued will not share the fate of
other similar projects implemented in Poland.
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INTRODUCTION

According to IPCC 2007 report, the global averageperature has increased
by 0.74C within the period of 1906-2005. The linear wargimends observed
over the last few decades (’C3per decade) were twice as big as they were cal-
culated for the whole twentieth century. The globalrming is a fact and this
process is having an essential effect on changeswfonmental conditions over
global, regional and local scales (IPCC, Climatagje Synthesis Report 2007),
although a rate of these changes and their immacenvironment is different in
various regions. For example in Poland, the aveaagemperature has increased
by 0.25C per decade within the period of 1966-2006. Fonrser period (June-
August) the temperature has increased even withateeof 0.33C per decade
(Mageret al 2009). According to the IPCC Fourth AssessmeroRe(WG1)
(2007) it is highly probable that the surface amperature will increase from
1.8C even up to 4 dependently on the SRES scenario. A temperaisgeof
about 0.2C per decade is projected for the next two decfafesll SRES scena-
rios (IPCC, WG1 Report, 2007).

Temperature has a crucial impact on developmees i@t different organisms
living on the Earth. For example, developmentadsaif plants and invertebrates
depends strongly on temperature (e.g. Kraeteal. 2000), or rather so called
“heat units” (e.g. Gilmore and Rogers 1958). Coha#p'heat units” was intro-
duced first by Reaumur in 1735. Since that timéed#int methods of calculating
heat units have been applied in agricultural s@erior description and prediction
of specific phenological development events of amnd poikilithermic inverte-
brate species (insects & nematodes) as well aslibgilpopulation dynamics
models (e.g. Allen 1976, McMaster and Wilhelm 199Fherefore, heat units
expressed mostly as degree-ddyB), which are an accumulated product of time
and temperature between developmental threshotdsaith day, are commonly
used to quantify physiological development of almeationed organisms
(Baskerville and Emin 1969, Roltsehal. 1999, Syndeet al. 2001).
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The predicted temperature changes will definitalyrease the cumulative de-
gree-daygDD) values (Bergangt al. 2006, Juszczakt al. 2009). Therefore, the
climate changes will most probably strongly afféwt plants and insects’ physi-
ology and their spatial distribution (e.g. Straf®)@, Harringtoret al. 2001, Root
2003, Yamamurat al. 2006, Juszczadt al. 2009). There are a lot of examples of
responds of different plant and invertebrate sgetiewarming conditions that
have been occurred over the last century (Pettel. 1991, Rosenzweigt al.
2001) Observed warming trends in Canada led, famge, to earlier spring ac-
tivity of mountain pine beetle (Crozier and Dwy@0B).

Considering above, the main goal of this papeoigdtimate the trends of
cumulative degree-days changes, as the resulirofite changes occurred over
the period of 1951-2005, for the north-east Poland.

MATERIALS AND METHODS
Study site

Analyses were carried out for the Region of Warama Masuria Lakeland,
north-east part of Poland. A common feature of aterof this region is the varia-
bility of weather and even a few weeks shift in taendar of whole periods,
which can be characterized by specific thermal emlurhe cause of frequent
changes are inflows and transfers of differenn@asses. Continental air masses
from east caused a hot summer and strong coolingglwinter. The same air
masses in the late spring and early autumn caesectturrence of frosts, extend-
ing the periods of cold weather. All of Poland,tjgadarly its north-eastern part is
an area where there is a clash between marinearithental air masses, which
cause the above-mentioned variability of weatheaddition, with a varied land-
scape with variable topography, lakes and forestscan distinguish a variety of
local climates (Panfiét al. 2007).

Average annual air temperature in the region duti@fl-2000 was 7°C and
was approximately equal to the average temperatuberil (6.6°C), which is a
typical feature of Polish climate. The annual suirpiecipitation amounted to
599 mm (Szwejkowsket al. 2002).

Weather data

Degree-days values were calculated for ten seleetadher stations of Polish
National Weather Service (IMGW) located in OlsztyBuwatki, Elbhg,
Biatystok, Lidzbark Warniiski, Ketrzyn, Biebrza, Mtawa, Myszyniec and Téru
For all stations, daily maximum and minimum tempam@s from the period of
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1951-2005 were taken for calculations and analyseshe paper, the average
daily temperature was calculated based g and T, as an arithmetic average
of both values. While, the yearly average tempeeaivas calculate based on this
daily average temperatures.

Degree-days calculations

One degree-day is achieved, when the air temperasuone degree above
a lower temperature threshold for 1 day (Snyeteal. 1999) Degree-days are in
most cases estimated based on daily maximiyg) (@nd minimum [mi,) temper-
atures by approximating diurnal temperature cu(@syderet al. 1999). Variety
of methods with varying degrees of complexity haeen developed to approx-
imate diurnal temperature curves and to estinidde (Cesaracciet al. 2001).
Several most commonly applied methods of degres-éayimation were com-
pared and evaluated by Roltsethal. (1999).

In the paper, degree-days values were calculateedban the single-sine me-
thod, which uses a daily minimum and maximum terajees to produce a sine-
wave curve for a 24-hours period, and then estisndégree-day for that day by
calculating the area between the defined temperahnesholds and below the
curve (Baskerville and Emin 1969, Allen 1976, Deetaao and Knapp 1993,
Roltschet al 1999). The single-sine method assumes that textyvercurve is
symmetrical around the maximum temperature. Depghd®n a considered
temperature thresholds and a place where the sinve ¢s intercepted by these
thresholds, the formulas used for calculation afrde-days are different (Zalom
et al. 1983). All formulas and detailed assumptions takea calculations were
described in the paper of Juszcealal (2009).

Degree-days were calculated for two defined loveengerature thresholds
(Tiow) Of 0.0C and 10.6C. Temperature threshold of “@is most commonly
used and applied for studies of developmental @iteeme plants (e.g. corn) and
invertebrates (e.g. Codling Moth). While, temperatthreshold of @ is very
often used for studies of agrometeorological patarsechange over time. How-
ever, These two temperature thresholds were crassan example and should not
be interpreted in relation to development of amnpbr invertebrates, without com-
plex analyses of key developmental thresholds wdiiehspecific for each species. In
both cases, the upper thresholds were considetsllimh enough to not limit calcu-
lation of DD (sine curve was not intercepted by an upper tbiésh
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Spatial analyses

Trends of cumulative degree-days changes estinfateall weather stations
located within the considered region were presegtaghically on maps, where
the a parameters of linear equations representing #edsr ofDD changes for
different Ty,, and stations, were extrapolated between theserstaty using the
SURFER 6.0 software. This software produces viguafipealing contours and
surface plots from irregularly spaced data.

RESULTS
Air temperature changes

The average yearly air temperature of the North-Batand was 7°C within
the analyzed 55-years period from 1951 to 2005.(TakVhile, the average yearly
air temperature of considered stations ranged fi@gn{Suwatki) to 8.%C (Torun).
Within the analyzed period the average yearly teatpee changed in the whole
region with the rate of 0.2@ per decade. The rate of temperature changes was
different for each station and although these dkffiees were not very essential,
it was observed that changes were the smallebeicdldest part of Poland

Table 1. Average yearly air temperature, minimum and maximyearly average temperatures of
weather stations located in the north-east paPtaddind and trends of observed temperature changes

(parameter &”) for the 55 years period from the year 1951 t620

Stations T Tavg_min Tavg_max ‘a’ parameter
Suwatki 6.4 4.4 8.1 0.019
Biebrza 6.6 4.8 8.4 0.019
Myszyniec 6.9 5.1 8.7 0.019
Miawa 7.0 4.9 8.9 0.044
Biatystok 7.0 5.2 8.7 0.013
Olsztyn 7.2 5.6 9.0 0.024
Ketrzyn 7.2 5.4 9.0 0.022
Lidzbark 7.2 55 9.0 0.024
Elblag 7.9 5.9 9.5 0.025
Torun 8.0 6.2 9.9 0.026
Average 7.1 5.3 8.9 0.023

for all stations
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(Biatystok, Suwalki, Biebrza, Myszyniec). For exdmpthe average yearly air
temperature of Biatystok station changed with the of 0.12C per decade. On
the other hand, the average yearly air temperattifglfawa station increased
even 0.42C per decade. These temperature changes are assorhasle pro-
nounced influence onto the rate of many plant gseand pests development over
the growing season, what can be expressed by chafgemulative degree-days
(Juszczalet al.2009).

Degree-days values changes

The average cumulative degree-days values caldutest&5-years average for
Tw>0°C and for stations of north-east Poland ranged fta60DD (Suwatki) to
1296 (Toruh) when estimated for the half of the year (Tabag&)well as from
2839 DD (Suwatki) to 3246DD when calculated for the whole year. Whereas,
whenT,,~>10°C was considered, than the averBi®estimated for the half of the
year ranged from 29®D (Suwalki) to 362DD (Torua) and from 834DD
(Suwaiki) to 102MD (Torun) for the whole year.

The courses of yearly cumulative degree-days vdtwesach of a station, differ-
ent time horizons and temperature thresholds asepted on Figure 1. For each of
the year and each station there were observedtiat$eictuations DD — DDyir)
of cumulative degree-days values and the rangeisfltictuations fofT,,~0°C was
from 560 DD (Suwatki) to 738DD (Olsztyn) for half of a year and from 713D
(Mfawa) to 1151DD (Mtawa) for a whole year (Tab. 2). The range o$ thiictua-
tions is obviously much smaller whég,>10°C is considered. In this case, BB
fluctuations within the whole analyzed period aithiy a range of 204-27BD for
the middle of a year (stations Myszyniec and Mtaxgapectively) and within 459-
706DD for the whole year and the same stations.

The fluctuations of cumulated degree days valuesfcourse related to changes
of yearly average temperatures. There is stroatistatally very essential relationship
between an average yearly air temperature and etisaulvalues of degree-days,
what is expressed on Figure 2. This relationshimigh better wheDD are esti-
mated forT,,,>0°C (R = 0.82). The average yearly air temperature catdifor the
whole 55-years period has differed from°&€.%o ca. 10.%C whichever station is con-
sidered. The corresponding degree-days values ateduit the end of a year has
differed within this range of yearly average terapanes from about 240DD to
3700DD for T,,,>0°C and from about 55DD to 1250DD for T,,~>10°C.
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The cumulated yearly values of degree days cangehawen by 20'DD per
1.0°C difference of yedy average temperature whap,>0°C, and 8 DD when
T|OW>1O)C.

The cumulated degree days values has increaseith whth analyzed t-years
period with an increased yearly average temperatiitee trends of such chang
were statistically very essential in both caseschéwer station is considered. T
cumulated yearlpD values have increased in average with the rate rgtDD
(Biatystok) to 11.0DD (Mtawa) per year, whefh,,~0°C is considered (T:. 2).
The yearlyDD values increased in average with the rate oiDD per year fol
the whole region. FoT,,>10°C, not all trends were positive. In nine from -
station the trend was positive and yearly cumuliDD increased with the ra
from 0.8 DD (Suwalki) to 5.0DD (Mtawa). The only exception was Biatyst
station where observed trends were negative, wDD were calculated fo
Tow>10°C (DD decreased with a rate of 0.4 DD per year). Howether averag
yearly cumulated degr-days values has increased in the whole region mitie
55years period with a rate of 2DD per year.

Spatial distribution of &’ parameter of linear equations representing
trends of cumulativ®D changes over the analyzed ¥#ars period is present
in Figures 3 and .4Maps shows the distributi of DD for two time horizons-—
half and end of a year, and two temperature tlolds. Generally it can be see
that values of & parameter are decreasing from west into eastgfdPolandfor
both T,,,>0°C andT,,>10°C (although changes have maremplex behavic).
This is a typical feature of continental climatéyigh is more pronounced durii
cold parts of a year.
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Fig. 3. Spatial distribution of a” parameterf linear equations representing the trends of da-
tive DD changes over the analyzed-years period for the middle of a year within theiqge 195--
2005; a) fofT,,,>0°C and b Tj,,>10°C
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CONCLUSIONS

1. Analyzes carried out within our stud confirm a globallyobserved -
mate warming trendHowever, the observed temperature changes are g¢
about 2-times biggegper decade in thnorth-east Polandhan the average glok
linear warming trend reported in the IP for the last few decad¢dPCC, WG1
Report, 2007)The rates of temperature changere related to the average r-
ly air temperature and it seems that the smallerame temperature, the sma
rate of changes estimated per year or dec

2. Cumulative degre-days values calculated based on daily extrerm-
peratures reached higher and higher values anincreased average yearly
temperature. The analyses carried out based onldtetshowed spatial differc-
es in distribution of yearly values of dec-days and indicate the parts of -
north-easPoland were these changes happ faster over the analyzed -years
period and most probably will happ faster in futureThe rate of this degr-
days changes can be estimated to be close to &&DD per each 1°C average
air temperature change wh,,>0°C and 85DD, when T,,,»»1C°C. These
changes can have essential influence dength of growing season, appeara
of new plants and invertebrates (e.g. pests) apdmal in other parts of Pola
(e.g. Walczak and Tratd 2009), as well as can have effiect on physiology an
phenology of different insects what have been diragaported and predicted 1
example by Porteat al. (1991) and many others.

3. The analyses of temperature changes for that regeame done only i
ascale of the whole year. Most probalthese analyses should be done alsc
shorter periods, e.g. growing season, or quartaedyvas done by Juszczet al
(2009). After thatthe understanding of impact of such temperaturegés or
plants and inveebrates would be better and this effect would hmrenpo-
nounced.
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13. SUMMARY

The first chapter of the monograph analyses thexetf precipitation and fer-
tilization on yields and sugar content of sugartheehe south of Poland. The
data were obtained from the Station of Cultivar|Eaton in the south of Poland.
Sugar beet was grown on soils of a very good aratl ggheat complex in the
years of 1989-2005. Using the regression methodati@n in the roots and fo-
liage of the beet was studied, and so was the pi@e content of sugar in the
roots as dependent on the following factors: rdlimfathe period of April-June,
rainfall in July-September, fertilization with rdigen, phosphorus and potassium,
year of cultivation. The variation in sugar beettrgield caused by precipitation
in April-June (in 140-240 mm range) was 30 dt hthe optimum value being
223 mm. Precipitation from July to September (i®-B30 mm range) modified
the yield by 29 dt h& The highest yields were achieved with 310 mmfadin
Fertilization with nitrogen and potassium in thega studied, i.e. 110-160 and
120-180 kg hdrespectively, affected the beet root yield positivéhosphorus
doses in excess of 60 kgltaused a decrease in sugar beet root yield. The yie
of foliage increased with increasing precipitatimoth in the April-June and July-
September periods, while precipitation in the fpstiod modified the yield by
45 dt ha and by 130 dt Hain the second period. An increase in nitrogen and
potassium fertilization caused a decrease in ywhile increased phosphorous
fertilization induced increased yield of beet fghka Sugar content in beet roots
expressed in percentage reacted strongly to threased precipitation. The in-
creased precipitation in April-June resulted in 28 fall in sugar content, and in
the July-September period the fall was even 5.5 $umar content increased as
a result of potassium fertilization, and no changasld be found in the content
caused by the increased nitrogen and phosphottilezéion.

In second chapter the analysis of sugar beet yigdds continued but for the
data from the eastern Poland. In this region sbgat was cultivated on soils of
a very good, good and faulty complex in the ye8&112005. For the highest yields
of roots and leaves the optimum set was as folloaisfall April-June 119 mm
(the lowest recorded) and rainfall July-Septemt&g 2xm (the highest recorded).
The least favorable for root yield was the set wiftd highest rainfall in IV-VI
(215 mm) accompanied by the lowest rainfall in W1{124 mm), and for leaves
— the lowest rainfall of both periods (119 mm d#d mm). Sugar content was
the highest when rainfall in the two periods wasimum, and the lowest when
the rainfall approached maximum quantity.
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Next chapter characterizes frost occurrence spacebility in two spring
months, April and May, in the eastern Poland, i& pleriod of 1988-2007. The
analysis is based on the air temperature measuteraénhe height of 200 cm
a.g.l.,, which were made in 17 meteorological steticAverage number of days
with spring frosts in the eastern Poland increasedrds the north (besides the
area between Rzeszéw and Zaéoln April there were six times more such
days in Podlaska Lowland than in Sandomierz Holeowd the surroundings of
Przemyl (in May almost 2 days). In all meteorologicalt&ias 1-day frosts dom-
inated. Most frequently mild frosts occurred (—.8°tmin < 0.0°C), on average
from 2.8 days in Tarnéw to 6.0 days in Biatystolncg the end of the 80 s of the
20" century, frosts most often have occurred in Apith advanced high pressure
system over the Central Europe and during arctienaisses advection from the
northern sector. In May, frosts occurred often @moduring a strong high ap-
pearance over the Scandinavian Peninsula, whiolrrdigtes arctic air masses
advection from the north-east.

The content of chapter four investigates the sppéitierns of Sum of Active
Temperatures (SAT) and Growing Degree Days (GD[Pdtand, in the context
of the general, thermal suitability of the regi@n ¥ine cultivation. The warmest
and the coldest years of the 1999-2008 period@agadly analyzed, and changes
in spatial extend and location of areas with SA@ &DD conditions favorable
for vine cultivation are discussed. The changespitial extend of the areas with
favorable conditions in Poland are compared witfeotn the countries of Central
Europe: Czech Republic, Slovakia and Hungary.

In the most favorable years prevailing areas ofiRlare suitable for vine
growing (in terms of GDD; 57% of the country areajl sufficient for cultivation
of very late ripening varieties (in terms of SAHowever, if the least favorable
year is analyzed, when not enough heat can be abeailthere are extensive
areas which are of questionable suitability (63%hefcountry area) for vine cul-
tivation or suitable only for frost and diseasdagtest varieties.

The aim of the study in the next chapter was tduata the impact of weather
conditions on the cultivation of maize grain in &ud. An analysis into the yield
of maize was performed using statistical data ftbe Central Statistical Office
between 1992 and 2008. An assessment of the ingbanteteorological condi-
tions on maize cultivation was performed usingwheather-yield statistical mod-
el, with aweather yield index WI and partial weather index evaluating conditions
during the vegetation of maize. For this analysigteorological data from
Putawy (central Poland) between 1921 and 2009 wsed. The result shows that
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the lowest variation in yield occurs in the soudistern part of Poland, where
there is more suitable climatic condition for magzativation than in the northern
regions. This indicates that in the northern regj@lack of heat is still a limiting
factor for maize production. The analysis of weatinaize yield index (WI) for
Putawy between 1921 and 2009 shows an improveceteydof climatic condi-
tion for maize cultivation. There is an increasethie frequency of years with
favorable conditions for maize cultivation with W85, along with a decreasing
number of years with adverse conditions with WI< 86 the same time, years
such as 2006 and 1994 were observed when a droaghtred in the spring and
summer causing very low yields. An analysis of iphmveather maize yield in-
dexes shows that in recent years, weather chadiggahiring June and July
(WI13J) has been increasing, whilst WIMJ and WIJAiechkhad more stable and
higher values than in previous years.

The aim of the next chapter is to present the egfiin of low-altitude re-
mote sensing, used in order to assess the impacbofht on the state of crops in
different regions of Poland. The chapter descrithes elaborated methodology
and analysis of aerial photographs. Spatial arslsis carried out using geo-
graphical information systems (GIS). The resulthaf study is the assessment of
drought impact on crops in different regions ofdPaol. The analysis was carried
out in areas affected by drought as well as thasapgitside which have been des-
ignated on the basis of climatic water balance (GWie Drought Monitoring
System for Poland (ADMS) is provided by the Ingatof Soil Science and Plant
Cultivation - National Research Institute (IUNG-PI@h behalf of the Ministry of
Agriculture and Rural Development.

Chapter seven is devoted to the impact of climhsnges on agriculture and
possible adaptation activities in this field. Adskimg the above problem 11 re-
search teams established a consortium and pregarqatoject called ADAGIO.
The purpose of the project was to gather infornma@in potential threats to agri-
culture then, to determine adaptation activitiesl aimeir diffusion. The main
threats to agriculture in the future climatic cdimlis were identified as follows:

* increase of frequency and intensity of occurrentextreme climatic
events;

 intensification of problems connected with propettev supply for plants
(increase of frequency of drought occurrences,driggater drainage, de-
crease of ground water supply, etc.);

« more intense development of native phyto pathogedshe expansion of
thermophilic species.
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Considering the above mentioned threats the expagsged in the imple-
mentation of the project in Poland proposed variadeptation activities. In their
opinion climate changes will influence mainly wagarpplies and hydrological
cycle therefore, the following measures shouldaert:

* increasing water supply available for farming;
* increasing the efficiency of using water in agriotg;

» decreasing the intake of water by plants.

In the case of occurrence of new agrophages ondifteation of the inci-
dence of the native ones the following steps shbalthken :

» adapting the farming technology in order to linie tincidence of agro-

phages;

e introducing efficient methods of preventing the elepment of new

agrophages.

In the case of extreme meteorological phenomenanttst effective preven-
tive measure seems to be the development of spesiabnces for farmers.

Chapter eight addresses the problem of using wedtrevatives in agricul-
ture insurance. Progressing climate changes cheryisk of bad weather condi-
tions. One might expect that in the future the nemtf disasters will increase
together with the weather changeability in our ¢ourCurrently, when unfavor-
able weather conditions occur in a larger scalenéas usually expect support
from the government. Usually in Polish conditionsts help is granted however,
it does not compensate for all losses. In the caseeather changes, in turn, the
insurance seems of little efficiency. Modern ecormmomstruments could help to
avoid such situations. Polish traditional agricrdteconomy uses simple insur-
ance systems with difficulty, can more complex 8ohs be applied here then? It
may seem that implementing modern insurance sokitiequires the engagement
of people from banking or para-banking sector oBlyrely the economist is the
most important person in the process of manageamshidevelopment however,
the estimate of weather risk and results of harmphénomena belongs to agro-
meteorology. The following work is one of the fewbtications dealing with this
problem and aims at explaining some basic issuéiseasame time emphasizing
the necessity of undertaking concrete interdistiplf research in this field. Par-
ticularly it explains the following issues:

« definition and description of a weather derivaiivgtrument,

* instrument parameters;

« types of weather indexes which can be applied @atarg the instru-

ments,
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* weather models and weather indexes as instrumegineters,

e comparison of the insurance with weather derivative

e policy and strategy of using weather derivativesl particularly indicat-

ing the dangers resulting from using them by peaygie have little busi-
ness experience.

In the ninth chapter vegetation seasons, as welpdasg and autumn ground
frosts, were measured on the basis of twenty-four-imean and minimum air
temperatures recorded from 1966 to 2005 in Mikdtajkd Ketrzyn, situated in
the Mazurskie Lakeland. Ground frost was definethasminimum air tempera-
ture falling below OC in the vegetation season. The frequency of grdumst
was established at 5 centimeters above the grawad, in particular spring and
autumn months of the vegetation season. After tenarg the mean dates of
final spring ground frosts and initial autumn frgsthe duration of the frost-free
period in the locations under analysis was estaddis The conclusions from the
analysis of the data demonstrate that the duratidhe vegetation season in the
forty years under analysis was 212 days gtr¥yn and 210 days in Mikotajki.
The mean beginning of this season occurred on &frih Ketrzyn, and on April
2" in Mikotajki, while the end occurred on October'3a Ketrzyn and October
30" in Mikotajki. The analysis of frequency of groufrbst in particular months
of the vegetation season showed that spring grénastl accounted for 70%, and
autumn ground frost for 30%. The duration of thasfrfree period was 135 days
in Ketrzyn and 144 days in Mikotajki. The most days wgtlound frost in spring
were recorded in April. With regard to autumn, thest days with ground frost
were recorded in October.

Next chapter contains research aimed at determiti@gmpact of meteoro-
logical factors on the growth, development anddjiej of Lupinus angustifolius
of the Emir cultivar in 1987-2002. The research ariat concerning yield and
weather conditions originated from three experiraestations for various as-
sessment, located in the north-eastern Poland.afldyses used the multiple
regression method, with the application of linead juadratic functions, with
step-wise selection of variables and the creatadhteans were evaluated by
means of R determination factor, adjustedf Rnd a Cross Validation test, by
determining I%Jred In the years of research, a clear diversity oatwer factors
was established, i.e. solar radiation, mean teryrerand precipitation in indi-
vidual periods of growth and development of blupihe, which significantly
affected the rate of yield, dates of phenologitades and the length of interphase
periods. Only in the experimental station in Maoao all created equations
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passed verification procedures with the applicabbthe Cross Validation tests.
Factors significantly affecting the yield of theltowar included total solar radia-
tion and precipitation in the sowing-germinatiorripd; these were quadratic
relations, demonstrating the moderate respondeeddtltivar to these factors.

Chapter eleven presents information on the qualyfication of decision
supporting system in agriculture. Agrometeorololicdiormation services are
a valuable tool in the hands of farmers who havelarknowledge and expe-
rience to interpret the information included instliervice properly. This informa-
tion can help one to determine the dates for peifag of the most important
agricultural activities, which in turn, can sigeintly optimize the work of a far-
mer and at least help to minimize the losses iecuas a result of improperly
chosen date of performing the procedure. Wielkd@oRegion Internet Agrome-
teorological Information Service is a valuable ssupf agrometeorological in-
formation for the farmers in the region. It enj@ygrowing popularity, which is
confirmed by the number of visitors to the websB8ace April 2005, more than
195,000 hits have been registered, which givesvenage over 3,000 per month.
Each day more than 100 users visit the websitechwhives the evidence of high
usefulness of the service.

Chapter twelve confirms the observation that tremdsair temperature
changes in the north-eastern Poland follow the dvpdttern. It allowed using
non-observational methods to forecast the incidexiqeests by means of the so
called degree-days which were analyzed consideéheghanges which occurred
in the period of 1951-2005.The rate of these dedess changes can be esti-
mated to be close to even 2DB per each 1T average air temperature change
when T,,,>0°C and 85DD, whenT,,,>10°C. These changes can have essential
influence on the length of growing season, appearah new plants and inverte-
brates (e.g. pests) as happened in other partslafd® as well as they can have
an effect on physiology and phenology of differeamects what have already
been reported and many others predicted.

Keywords: yield of sugar beet, precipitation, fertilizaticiertility of soil,
sugar content, spring and autumn ground frostsinmim air temperature, Sum
of Active Temperatures, Growing Degree Days, wirepgs growing, spatial
interpolation, spatial analyse, vegetation seafsost-free period, yield of maize,
weather index, agricultural drought, remote sens(ty, yield of blue lupine,
meteorological factors, effect climate changesgnophages risk
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14. STRESZCZENIE

BADANIA AGROMETEOROLOGICZNE

W pierwszym rozdziale monografii analizowany wptgwaddw i nawgenia
na plony buraka cukrowego i zawasacukru w potudniowej Polsce. Dane po-
chodzity ze Stacji Oceny Odmian paémych w potudniowej Polsce. Buraki cu-
krowe uprawiane byty na glebach kompleksu pszenthegdzo dobrego i dobre-
go w latach 1989-2005. Stogajmodel regresji zbadano zmiega@lonu korzeni
i lisci buraka cukrowego a tad procentowej zawartoi cukru w korzeniach pod
wplywem nastpujacych czynnikéw: opad w okresie kwietiiezerwiec, opad
w okresie lipiec-wrzesie nawaenie azotem, fosforem i potasem, rok uprawy.
Zmienna¢ plonu korzeni buraka cukrowego pod wplywem opadiiekien-
czerwiec (w badanym przedziale 140-240 mm) wynd@tadtha®, a optymala
wartascia byto 223 mm. Opad od lipca do winéa (w przedziale 150-310 mm)
modyfikowat plon o 29 dha’. Najwyzsze plony osigano przy 310 mm opadu.
Nawazenie azotem i potasem w badanym zakresie, tj. omjumio 110-160
i 120-180 keha', wptywato dodatnio na uzyskiwane plony korzeni akdw.
Dawki fosforu przekraczage 60 keha'powodowaly obnienie plonu korzeni
buraka cukrowego. Plonstii wzrastat w miag wzrostu opadu zaréwno w okresie
kwiecien-czerwiec jak i lipiec-wrzesie przy czym opad w pierwszym okresie
modyfikowat plon o 45 dha'a w drugim & o 130 dtha®. Wzrost nawgenia
azotem i potasem powodowat obgrie, natomiast zwkszanie dawki naw@nia
fosforem przyczyniato siwzrostu plonu kci buraka. Zawartg cukru w korze-
niach buraka wyrana w procentach silnie reagowata na wigtkopadu. Wraz
ze wzrostem opadu w okresie kwigtiezerwiec spadek zawast cukru wyno-
sit 2,8 p.p., a w okresie lipiec — wrzesiez 5,5 p.p. Zawart& cukru wzrastata
pod wpltywem nawgenia potasem, natomiast nie stwierdzono zmian gatoéci
pod wptywem nawgenia azotem i fosforem.

W rozdziale drugim kontynuowano rozpetztemat ale dla danych z terenéw
wschodniej Polski. Buraki cukrowe uprawiane bylygiaebach kompleksu pszen-
nego bardzo dobrego, dobrego i wadliwego w lat@i91£2005. Optymalnym dla
uzyskania najwgszych plonéw korzeni idci okazat s uktad czynnikow: opad
kwiecien-czerwiec 119 mm (najiézy badany) i opad lipiec wrzesie- 266 mm
(najwyzszy badany). Najmniej korzystny dla plonu korzeyi bkiad, w ktérym
najwyzszym opadom IV-VI (215 mm) towarzyszyly nasie opady VII-IX
(124 mm), a dla dci — najnisze opady obu tych okreséw (119 mm i 124 mm).
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Zawarta¢ cukru byta najwysza, gdy opady dwoch okresow byly w minimum, a
najnizsza, gdy ogigaty wart@ci maksymalne.

W rozdziale trzecim monografii przedstawiono ogotimarakterysty& prze-
strzennej zmienrsai wyskpowania przymrozkow w dwoch migsach wiosen-
nych (kwiecigé, maj) we wschodniej Polsce (1988-2007). Analizéexp st na
pomiarach temperatury powietrza na wysak@ m n.p.g., na 17-tu stacjach me-
teorologicznychSrednia liczba dni z przymrozkami wiasmwe wschodniej Pol-
ska rosta w kierunku pétnocnym (poza obszaedzry Rzeszowem, a Zamo-
sciem). ). W kwietniu byto sZé razy wkcej takich dni na Nizinie Podlaskiejzni
w Sandomierzu i w okolicach Przestyy (w maju prawie 2 dni). Na wszystkich
stacjach meteorologicznych domiauprzymrozki 1 dniowe. Temperatura mini-
malna najcegsciej wystpowata w przedziale od 0 do —2°C (&ednio 2,8 dni
w Tarnowie do 6 w Biatymstoku). Od koa lat 80-tych XX wieku, przymrozki
na analizowanym obszarze najgdej wystpowaly w kwietniu podczas zalega-
nia wyzu nad Europ Srodkows oraz podczas naplywu powietrza arktycznego
z potnocy. W maju przymrozki wygtowaty dé¢ czsto podczas silnych wigw
na Polwyspie Skandynawskim, ktére determinowaly eldje mas powietrza
arktycznego z pétnocnego wschodu.

W kolejnym rozdziale przedstawiono rozktad przestrey Sum Temperatur
Aktywnych (SAT) i Sum Temperatur Efektywnych (GDi#)Polsce w celu do-
konania ogolnej klimatologicznej oceny przyddtriaegionu do uprawy winoro-
$li. Lata ekstremalne pod wzglem termicznym z okresu 1999-2008 analizowano
przestrzennie, oraz badano zmiany obszarow pos@ad korzystne warunki
termiczne (uwzgldniajpc SAT i GDD) do uprawy winori. Zmiany przestrzen-
nego zasigu korzystnych warunkéw termicznych Polski zostagstpnie po-
réwnane z wybranymi krajami Eurogyodkowej: Czechami, Stowagj Wegra-
mi. W latach korzystnych termicznie 57% obszaruskKighosiada warunki dobre
dla uprawy winoréli (klasyfikacja GDD) oraz wystarczgje dla uprawy nawet
péznych i bardzo piych odmian winordi (wg SAT). Jednake, w wybitnie
niekorzystnych termicznie latach, kiedy dostawaleianie jest wystarczaga dla
winorcsli, obserwowane asrozlegte obszary posiadagp watpliwe warunki do
uprawy winordli (63% powierzchni Polski) lub odpowiednie jedyri& mrozo-

i chorobo odpornych odmian wingtb(odmian rezystentnych)

Celem analiz prezentowanych w kolejnym rozdziakt gcena wplywu wa-
runkéw pogodowych na plon ziarna kukurydzy. W arsdh wykorzystano dane
Glownego Urzdu Statystycznego z lat od 1992 do 2008. ®@agarunkdéw Kkli-
matycznych plonowania kukurydzy wykonano za pograxgrometeorologicznych
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statystycznych modeli prognoz plonéw z indeksenopogvym (WI). Do analizy
wykorzystano dane meteorologiczne z lat 1921-2088Pdtaw. Wyniki pokazu-
ja, ze najnisze zmienngi plonow wystpuja w potudniowo-wschodniej e4ci
Polski, gdzie warunki klimatyczney dardziej odpowiednie dla uprawy kukury-
dzy niz w regionach péinocnych. Oznacza e, na pétnocy, brak ciepta jest
nadal czynnikiem ograniczgjym wzrost produkcji kukurydzy. Analiza pogodo-
wego indeksu wydajrsai kukurydzy (WI) dla Putaw nedzy 1921 i 2009 pokazu-
je poprave warunkéw klimatycznych uprawy kukurydzy. Ngsit wzrost czsto-
sci lat o korzystnych warunkach dla uprawy kukuryd2yl> 105), wraz z male-
jaca liczba lat o niekorzystnych warunkach (WI <95). W tym gamczasie,
w latach 2006 i 1994 susze, ktore vapdlty w okresie wiosenno-letnim, spowo-
dowaly bardzo niskwydajnag¢. Analiza pogodowego indeksu wydagobkuku-
rydzy wskazujeze w ostatnich latach, jego zmiestiav czerwcu i lipcu (WI13J)
zwieksza s¢, podczas gdy WIMJ i WIJA przyjmujwyzsze wartéci i sa bardziej
stabilne nt w latach poprzednich.

W rozdziale széstym przedstawiono zastosowanisopigipowej teledetek-
cji lotniczej do oceny wptywu skutkdéw suszy na stgmaw w r@nych regionach
Polski. W pracy scharakteryzowano opracogvantorsko metodykwykonywa-
nia i analizy zdj¢ lotniczych. Pozwolita to na wykonanie map indeksgegeta-
cji, a przy wykorzystaniu GIS scharakteryzowano dyaije roslin w roznych
regionach Polski. Rezultatem badast przeprowadzenie oceny wplywu suszy ha
uprawy w ré@nych regionach Polski za pompmetod zdalnych (map indekséw
wegetacji). Analizy przeprowadzono w obszarach mietikch susz i poza tymi
obszarami, ktére zostaly wyznaczone na podstawrto$eaklimatycznego bilan-
su wodnego (KBW) i warunkéw glebowych. System maniitgu suszy w Polsce
jest prowadzony przez IUNG-PIB w Putawach na zlecddinisterstwa Rolnic-
twa i Rozwoju Obszarow Wiejskich.

Rozdziat sibdmy péwiecono wpltywowi zmian klimatycznych na rolnictwo
i mozliwym do podgcia dzialaniom adaptacyjnym w tym zakresie. Odpdajie
na powyszy problem, 11 zespotéw badawczych zaado konsorcjum i przygo-
towato projekt ADAGIO. Celem projektu byto zebranormacji na temat po-
tencjalnych zagreen dla rolnictwa, identyfikacja dziataadaptacyjnych a tak
rozpowszechnianie zaproponowanych dfigtazystosowawczych. Jako gtdwne
zagraenia dla rolnictwa w Polsce w przyszitych warunk&timatycznych za-
kwalifikowano:

e wzrost cestotliwosci wystepowania oraz intensywloi ekstremalnych
zdarzé klimatycznych;
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* natzenie probleméw zwzanych z zaopatrzeniemshm w wodk (zwigk-
szanie cgstotliwosci wystepowania suszy, zwkszenie odptywu, zmniej-
szenie zasobdéw wod gruntowych itd.);

» intensywniejszy rozwdj rodzimych fito patogendwasze ekspansja no-
wych cieptolubnych gatunkow.

W zwiazku z powyszymi zagraeniami, eksperci zaang@avani w realizacje
projektu w Polsce zaproponowalizre dziatania adaptacyjne. Ich zdaniem zmia-
ny klimatyczne bda gtéwnie oddziatywaly na zasoby wodne oraz cyklroyat
giczny i dlatego w tej materii natg:

» zwigksza zapasy wod dogbnych dla rolnictwa;

« zwieksza efektywnd¢ wykorzystania wody w rolnictwie;

« obniza¢ zapotrzebowanie bn na wod.

W przypadku pojawienie ginowych agrofagéw lub intensyfikacji wystepo-
wania rodzimych nalsy :

» zaadoptowatak technologi uprawy aby ograniczZywystpowanie agro-

fagow;

» wprowadzt efektywne metody zapobieganie pojawianig siowych

agrofagow.

W przypadku ekstremalnych zdafizmeteorologicznych najefektywniejszym
srodkiem zaradczym wydajeesiozwoj specjalnych ubezpiedzdla rolnikéw.

W rozdziale 6smym poruszono problem zastosowanighezpieczeniu rol-
nictwa pochodnych instrumentéw pogodowych. Bmgtice zmiany klimatu wy-
raznie podniog stopieé ryzyka pogodowego. Mma st tez spodziewa, ze przy-
sztgé¢ w naszym kraju ddizie oznaczata nie tylko wzrost liczby zjawisk lsita-
falnych lecz przede wszystkim znagzmmiennd¢ pogodovy. Aktualnie, gdy
sytuacja niekorzystnej pogody wyst w rozlegtej skali, to rolnicy najgzciej
oczekuj pomocy od radu. Zwykle w polskich warunkach taka pomoc jestiedz
lana, jednak nie rekompensuje ona wszystkich stvaprzypadku wahapogo-
dowych z kolei, ubezpieczenia stajie mato skuteczne. §jniccie po nowocze-
sne instrumenty ekonomiczne pozwolitoby unikmakich sytuacji. Polska, trady-
cyjna gospodarka rolna z trudem wykorzystuje pregstemy asekuracyjne, czy
zatem mog znalex¢ zastosowania rozadania bardziej zkone? Wydawaby sk
mogto, &z zaproponowanie nowoczesnych asekuracyjnych wzawi finanso-
wych, wymaga jedynie zaangavania ludzi sektora bankowego czy parabanko-
wego. Z pewnfcia ekonomista jest w procesie ksztaltowania i managem
najwazniejszy, lecz ocena stopnia ryzyka pogodowego, @s&utkdéw zaistnienia
zjawisk szkodliwych, to ji jednak domena agrometeorologii. Niniejsza praca
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stanowi, jak daid, jedmy z nielicznych pozycji literaturowych zajnagych sé
tym zagadnieniem i stawia sobie za cel étijgnie podstawowych kwestii, akcen-
tujac jednoczénie konieczné podgcia konkretnych interdyscyplinarnych bada
z tego zakresu. W szczeg0éooza objasnione g w nim:

« definicja i opis pochodnego instrumentu pogodowego,

e parametry instrumentow;

* rodzaje indekséw pogodowych mgmgch mi€ zastosowanie w tworze-

niu instrumentow,

« modele pogodowe a indeksy pogodowe jako paramestyumentow,

* poroéwnanie ubezpiecae pochodnymi instrumentami pogodowymi

« zasady polityki i strategii korzystania z pochodmyestrumentéw pogo-

dowych, a szczegolnie wskazanie na niebezpistea wynikajce z ich
wykorzystywania przez osoby mag niewielkie przygotowanie bizne-
sowe.

W kolejnym rozdziale na podstawie przebiggednich dobowych i minimal-
nych temperatur powietrza notowanych w latach 12885 w Mikotajkach
i Ketrzynie polaonych na Pojezierzu Mazurskim wyznaczono okresyehsyj-
ne oraz przymrozki wiosenne i jesienne. Jako proyRirprzyjmowano spadek
minimalnej temperatury powietrza paej C w okresie wegetacyjnym. &z
stos¢ wystepowania przymrozkéw przygruntowych oki@no na poziomie 5 cm
n.p.g w poszczegélnych migsach okresu wegetacyjnego z podzialem na wio-
senne i jesienne. Po ustalesnednich dat ostatnich przymrozkéw wiosennych
i pierwszych jesiennych okileno diugaé¢ okresu bezprzymrozkowego dla bada-
nych miejscowéci. Z analizy danych wynikazidlugas¢ okresu wegetacyjnego
w badanym 40-leciu wynosita welitzynie 212 dni, a w Mikotajkach 213 dni.
Sredni pocatek tego okresu wyspit 3 IV w Ketrzynie, a w Mikotajkach 2 IV,
natomiast koniec 31 X. w d¢frzynie i 30 X w Mikotajkach. Z analizy estcici
wystgpowania przymrozkéw w poszczegolnych mieach okresu wegetacyjne-
go 70% stanowity przymrozki wiosenne, a 30% jestendlugaé¢ okresu bez-
przymrozkowego wynosita 144 dni w Mikolajkach i 18Bi w Ketrzynie. Naj-
wigcej dni z przymrozkami w okresie wiosny notowandcwietniu, w okresie
jesieni w padzierniku.

Rozdziat dziesity dotyczy bada nad okréleniem wplywu czynnikow mete-
orologicznych na wzrost, rozwdj i plonowanie tubimaskolistnego odmiany
Emir w latach 1987-2002. Material badawczy o ploaniu i warunkach pogo-
dowych pochodzit z trzech stacji dwiadczalnych oceny odmian, zlokalizowa-
nych w poétnocno-wschodniej Polsce. W analizachazastano metagd regresji
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wielokrotnej z ayciem funkcji liniowej i kwadratowej z krokowym wglbem
zmiennych, a utworzone réwnania oceniono za pamegpotczynnika determi-
nacji R, poprawionego Ri testu Cross Validation, wyznaczejRyes W latach
bada stwierdzono wyrane zré@nicowanie czynnikdw pogodowych, tj. promie-
niowania stonecznego, temperatérgdniej i opadéw atmosferycznych w poszcze-
golnych okresach wzrostu i rozwoju tubinuaskolistnego, co miato znagzy
wplyw na wysokéc¢ plonowania, terminy pojawow fenologicznych i diégokre-
séw medzyfazowych. Jedynie w stacji deiadczalnej w Marianowie, wszystkie
utworzone réwnania pozytywnie przeszlty proceduryyfilkacyjne testem Cross
Validation; wérdd czynnikéw wywierajcych istotny wptyw na plon odmiany zna-
lazly sk promieniowanie catkowite i opady okresu siew-wsbh@rzy czym bytly
to zalenaosci kwadratowe,swiadczace o umiarkowanej reakcji odmiany na te
wskazniki.

W rozdziale jedenastym zawarto informacje na tewet/fikacji jakasci sys-
tem wspomagania decyzji w rolnictwie. Agrometeogadany serwis informacyjny
jest cennym natrdziem w gkach rolnikow, ktorzy maj duza wiedz; i doswiad-
czenie do prawidtowego interpretowania informa@ivartych w tym serwisie.
informacje Te mog pomdéc okrdli¢ terminy wykonywania najwaiejszych prac
(zabiegow) w gospodarstwie, co z kolei zéa@nacznie zoptymalizowadziatanie
rolnika, a w ostateczidoi zminimalizowa straty poniesione w wyniku nieprawi-
diowego wybrania terminu wykonania zabiegu. Wielkski Internetowy Serwis
Informacji Agrometeorologicznej jest cennyarodiem informacji agrometeorolo-
gicznych dla rolnikdw w regionie. Cieszye sbsryca popularndcia, 0 czymswiad-
czy liczba odwiedzagych strog. Od kwietnia 2005 r., zostalo zarejestrowanych
ponad 195.000 odston, co d&jednio ponad 3000 miesiznie. Kadego dnia
ponad 100 gytkowni

kow gasci na stronie internetowej, co dowodzi wysokiej yatatnaci tej
ustugi.

W rozdziale dwunastym potwierdzonge trendy zmian temperatury powie-
trza w Polsce péthocno-wschodnigjzjodne z tendengfwiatowa. Pozwolito to
na zastosowanie nieobserwacyjnych metod prognozewaystpienia szkodni-
kow za pomog tzw. stopniodni, ktére przeanalizowano patekn zmian, jakie
zaszly w latach 1951-2005. Stofpiemiany wartéci stopniodni mana okralié
na okoto 205 DD na kaly 1.0C zmianysredniej temperatury powietrza dla pro-
gu T,i»>0°C i blisko 85DD dla proguT,;»>10°C. Zmiany te mog mie¢ istotny
wplyw na dhlugéé okresu wegetacyjnego, pojawianie sbwych ralin i bezkre-
gowcow (np. szkodnikéw), jak to miato miejsce wynh czsciach Polska. Mo-
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ga mie¢ takze wptyw na fizjolog¢ i fenologk réznych owadow, co zostato4u
ogtoszone i przewidziane oraz wiele innych.

Stowa kluczowe:plony burakéw cukrowych, opad, nasenie, zasobrié gle-
by, zawarté¢ cukru, przymrozki wiosenne i jesienne, temperatai@malna, sumy
temperatur efektywnych, uprawy winéliov Polsce, interpolacja przestrzenna, ana-
liza przestrzenna, sezon wegetacyjny, dagikresu bez przymrozkéw, plonowanie
kukurydzy, indeks pogodowy, susza rolnicza, tekddgs, GIS, plonowanie tubinu
waskolistnego, wptyw zmian klimatycznych na zagnoie agrofagami
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