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1. ADAPTATION OF AGRICULTURE IN EUROPEAN REGIONS
AT ENVIRONMENTAL RISK UNDER CLIMATE CHANGE
— PROJECT IMPLEMENTATION

Josef Eitzingéy Jacek Lény’, Tomasz SerBaRadostaw JuszcZakanusz Olejnik

HInstitute of Meteorology, University of Natural Resoes and Applied Life Sciences Viena
2pAgrometeorology Department, Poznan University délSciences
e-mail: jlesny@up.poznan.pl

INTRODUCTION

Present and new policies of the European Union bristdopted under climate
change conditions. Policies must consider all gikand realistic adaptation
measures, especially on the regional and farm,levslecure sustainability of agri-
cultural crop production. According to the abovatement, program ADAGIO
(Scientific Support Action — SSA) analysed and eatd potential and actual
adaptation measures in agriculture for differeimhatic and agroecosystem regions
in Europe. The SSA will consider not only futuresisarios and results based on
modelling tools, but also already visible (or kngvamgoing changes and adapta-
tion measures for a better and realistic assessaoignbtential future adaptation
measures at the regional level. Furthermore, piglzdianges in the European pol-
icies, as the Common Agricultural Policy (CAP) loe Water Framework Directive
(WFD), will be taken into account as well, sinceafidecisions of farmers would be
based on several issues additionally to climatesriResults of ADAGIO program
showed that establishing a continuous interactirfigrination and discussion net-
work, connecting science with decision makers ampart a holistic approach to
solve the related problems are presently the mgsbiitant activities undertaken.

OBJECTIVES OF THE PROJECT

Project is carried out within the 6th Frameworkdtam of European Union,
priority 8 (Scientific Support to Policies, Aredl1Task 18), type Specific Support
Action (SSA). The main objective of the FP6 is tmiribute to the creation of the
European Research Area (ERA) by improving integratand co-ordination of
research in Europe which is so far largely fragment

The overall objective of ADAGIO is development atidsemination of recom-
mendations on how to better adapt agriculture itoaté change in three European
regions considered to be significantly affectecclipatic change (representing also
different climatic conditions and agricultural ®sis over Europe). The present
project is to promote a regional-based Europeawarktthat utilizes, dissemi-



nates, evaluates and adapts the results of Eurgqaesamesearches about climate-
change impacts on agriculture, and potential atiapgafor securing sustainabili-
ty of agricultural production and resources (effectuse of resources, reducing
risk of production, optimising management, etc.) fiecision makers and for
agricultural policy decision-making within vulnetatsegions of Europe.

The main specific objectives of the ADAGIO were:

* To identify significant vulnerability issues in@apartner country and the re-
lated potential problems due to climate change:

- Selection of most vulnerable regional issues.i@egtifying climatic risks)
through climate change (defined e.g. by variouegpsystems) by each
partner and identifying related potential problems.

- To describe the related agroecosystems regatdeigmain limitations, ob-
served trends, socio-economic conditions.

» To identify feasible potential adaptation measui@ the selected regional
agricultural systems, based on the identified ol

- Evaluation and description of feasible potentidhptation measures for the
selected regional agroecosystems, based on thifieéiproblems..

- Identify ongoing trends or adaptations in orderetvaluate potential future
adaptation measures.

- Identify and describe uncertainties, cost/besgfisks, opportunities for co-
benefits etc. of potential adaptation measures.

« To identify and demonstrate dissemination strawgif adaptation measures to
decision-makers:

- Identify, recommend and disseminate strategieadaiptation measures to
decision-makers.

- Demonstrate dissemination strategies of adaptaieasures at the national,
regional and international level.

ORGANISATION AND DECISION-MAKING STRUCTURE OF THEROJECT

Coordinator of the project is Prof. Dr. Dipl. Indosef EITZINGER: Agro-
meteorologist, Researcher and teacher at the Utestitf Meteorology (BOKU-
Met) at BOKU (Universitaet fuer Bodenkultur, Unigéy of Natural Resources
and Applied Life Sciences) is a part of the Departtrof Water, Atmosphere and
Environment. Beside others, he is a member of tMOARA VI Commission for
Agrometeorology (CAgM) Expert Team on “Impact ofr@hte Change Variability
on Medium- to Long-Range Predictions for Agricuifgr Founding member of
International Society of Agrometeorology (INSAMY.oR Eitzinger is involved in
projects and other activities focusing on estabigldrought-monitoring system
for agriculture. He is involved in many public réden activities for decision mak-



ers and end-users in the field of agrometeorology @imate change impacts in

Austria (articles, lectures).

The list of ADAGIO participants is presented at [Eab.

Table 1. Participants list of ADAGIO project

Participant name Short name Country

Coordinator
Institute (_)f Me_teorol_ogy, University of Natural Resoes BOKU Austria
and Applied Life Sciences

Contractors
Agrarian Technological Institute of Castilla and beo ITACyL Spain
National Institute of Meteorology and Hydrology NAH-BAS Bulgaria
Center for Meteorology and Environmental Predictjons .
Faculty of Science, University of Novi Sad CMEP- FSUNS Serbia
Mendel University of Agriculture and Forestry Brno MZLU Czech

Republic

Instituto Sperimentale Agronomico CRA-ISA Italy
Institute of Environmental Research and Sustainable IERSD Greece
Development
Central Laboratory for Agricultural Climate CLAC Egypt
Poznan University of Life Sciences, PULS Poland
Agrometeorology Department
State Hydrological Institute SHI Russia
Fundatia pentru Tehnologia Informatiei AplicataMediu, TIAMASG Romania

Agricultura si Schimbari Globale

As defined in the objectives, three main regiongwfope, identified as signifi-

cant vulnerable to climate change (Mediterranean,aCentral and Eastern Europe)
were covered by this project and by the SSA pastinem that regions (Fig.1).

As a ,bottom up“ approach is used to develop araduete adaptation strategies,
for each of this regions a regional group were &mnconsisting of the national part-
ners. Each group is lead by a group leader olitabfreégion, coordinating the regional
activities. The group leader for Central Européhes Austrian partner (BOKU, also
coordinator), the group leader for Eastern Eurgpthe Bulgarian partner (NIMH)
and the group leader from the Mediterranean ar&pain (ITACyL). These 3 part-
ners already lead some regional issues from theeaientioned AGRIDEMA SSA,
and are already an established and good working tea
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ORGANIZATION STRUCTURE
of ADAGIO

COORDINATOR
BOKU

Austria

REGIONAL GROUPS

— J —

Central Europe Eastern Europe Meditarean area :
Group leader Group leader Group leader :
BOKU NIMH ITACYL
Austria Bulgaria Spain
: BOKU (Austria) NIMH-BAS (Bulgaria) ITACYL(Shati)
: MZLU (Czech Republic) CMEP-FSUNS GRASSA (italy)
: (Serbia and Montenegro)
: PULS (Poland) IERSE (Greece)
: SHI (Russia) CLAC (Egypt)

Fig. 1. Organization structure of ADAGI

The coordinator (BOKU, Austria) is responsible gmneral management

the project (including general meetings betweempalttners) and directly contr
the financial issues of all partners. Regional grtmadersareestablished in orde

to coordinateand control the project implementation (as defibgdthe wok-
packages) by region. This includes activities sagtorganisation of cooperati
between countries (using synergies, exchanging adsthorganisation of mt-
ings etc.)Each of the partners awere responsible for project implementatior

their own country (on the national and regionalifjasrhis includes activitie
such as the organization of regional meetings (@tb.decision makers), creatil

national contacts and expert networks, | dissemination of results to applicar
regional assessments, national report:
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WP6 -+ WP1 Establishing working groups _— WPS
Review on Evaluating
project /
results and supervising
progress ¢ > ‘WP2 Identifying regional ‘ > thematic
vulnerability issues. areas
(Control J/ (Control
of of
project WP3 Evaluating regional adaptation scientific
progress -+ mfasufes P -+ quality
toward on
objectives) methods
and
resulis)
‘WP4 Integration and dissemination of regional adaptation strategies /
- demonsiration -

Fig. 2. Graphical representation of the work packages (WP)

The project is carried out in 5 stages (work paekagig. 2):

1. On the national basis, the participants of eacmitgwvere established useful
contacts to local “experts” (e.g. agricultural [@®d institutes as well as spe-
cialists in plant protection and crop productiomn amanagement) and “appli-
cants” such as decision-makers, agricultural mistital services and schools,
associations of producers, farm organisations anmdrs in order to gather
information on ongoing adaptation measures andegddedback for poten-
tial adaptation measures. Further these contaats wsed in order to create
selected national based assessments on adaptaasuras for each specific
problem identified. All the national activities veecommunicated by the na-
tional partner in the national language in orderdach as much people as
possible. The national activities can comprise grabmeetings, communica-
tion by media, workshops and excursions.

2. The work in this part was carried out mainly on tretional and regional
basis (using the established in WP1 working graupspecially results from
previous simulation studies (e.g. from literatdrem previous AGRIDEMA
project), expert knowledge and feedback from applie were used in that
context. For these, especially relevant farmingaoizations were involved as
much as possible. National meetings in each padmentry with the estab-
lished network members (and all other applicantsrésted in this subject)
were carried out with main goal to exchange infdiomeand data related to cli-
mate change most vulnerable issues. The indicatgdnal (national) pilot as-
sessments were carried out as supplement to speaiifonal problems (e.g. col-
lecting data and interpreting results from previswslies related to: crop damag-
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es during the past years by weather extremes sudtoaght, phenology dynam-
ic and yield variability during the last yearsemsity and frequency of climato-
logically induced diseases and pest attack, appeuat spring frost after high-
temperatures period, etc.). The specific problemgérabilities) within each re-
gion were clearly stated, as well as their sintiggiand differences with other
problems identified in the region. The goal isdertify critical climate-change
agricultural risks to evaluate/develop the corregpry mitigation-adaptation
strategies (WP3) which could be used all over amnégions.

This work packages especially considered regiopatifications, limitations

and conditions in all relevant problem fields (protion technique, ecological
and economical aspects) including uncertainties @uds/benefits analysis,
multicriteria assessment of adaptation measures.abaptation options that
are technically feasible and economically viableravelentified from pre-

vious results and with the relevant contributiort@f involved “experts”.

This were done by assessments (including also \&$k&Y by the regional
groups, by using expert knowledge, feedbacks framtings etc. Also rele-
vant farming organizations were involved as mucpassible in order to de-
fine adaptation options in form of procedures tovaie their permanent cha-
racter. It means that they should be carried det @&nd of project. One poss-
ible solution is that institutions with strong agreteorological background
become responsible for operational use of defirdaptation measures and
procedures (part of dissemination strategies of lWP5

The assessments were conducted using the experidéngeevious re-
search results, based on the assessments of WRacktwith experts and the
existing data in the involved institutions. Theesssnents were also identified
ongoing trends or adaptations in order to evalpatential future adaptation
measures, taking into account other possible isgwdsmight interact with
climate risks as CAP, FMD, etc.

Using the regional results of the project, eachntguwas identifying possi-

ble ways of dissemination and integration in decisnaking and demon-
strates it by reliable examples. The results ohesmsessment are (will be)
presented to the local authorities, farmer assmria and all the relevant
stakeholders that might be involved. The dissertnatomprises publica-

tions (e.qg. this publication), brochures, presémmat use of local and regional
media; as well as Internet.

Beyond the regional groups (geographical aspedu#),thematic groups en-
sured the complementarity of applied methods, sihtart, exchange of re-
lated Know-How and problems between the partnelsofimer international ex-

perts and organisations out of the project. Metlopdestimation of technical fea-



13

sibility, economic and environmental impacts ofigaition options were consi-
dered as well.

Each tasks were lead by one partner. The leadafd?05 were responsi-
ble for cooperation between thematic groups (eentifying feedbacks, co-
benefits etc.).

Organisation and chairing of General meetings. ilieehcoordination of work-
packages: elaborating guidelines, and decisionngakiverall co-ordination and
supervision work (coherence/integration of workj@ayes, internal communica-
tion, organisation of meetings and of further ewahbilateral meetings). Overall
legal, contractual, ethical, financial and admmaiste management. Evaluation
and assessment of work progress. Reporting to Cesioni Each of the partners
contributed to management aspects of the meetingtianal level. All the part-
ners were responsible for financial managementsafehtific reporting to the
coordinator for the activities they are in charge.

Thematic groups

In order to ensure the state of art and the exehahi§now-How at the European

level, thematic groups were created to be a forludisoussion, exchange of Know-

How and results, and methods. Further, thematigpgrdocused on main problems,

related to adaptation strategies. The thematicpgravere lead (coordinated) by se-
lected partners according to their experience énréilevant field. Each partner is a
contributor (member) of each thematic group asas & function as a feedback sys-
tem between all partners. The thematic group lsadere responsible for organisa-
tion of the interaction activities between the pars. For each thematic group, for
example, an electronically discussion forum or ‘keaiplace” were created such as e-
mail list or web page, within the main ADAGIO weage.

1.
2.

3.

4.

The four thematic groups, in specific, are (were):

Adaptation of farm production practices (lead by @zech partner),
Adaptation to climate-related pest and diseass fiiglad by the Serbian part-
ner),

Adaptation strategies by changing land-use and sebdection (lead by the
Italian partner),

Implementation of adaptation into management gir@seand into agricultur-
al policy (lead by the Spanish partner).

All these groups focused especially on assessmentuncertainties and

cost/benefit analysis of specific adaptation messas well as regional conditions
and limitations.
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POLISH PARTNER OF ADAGIO

Pozna University of Life Sciences (PULS) is one of thesinhighly ranked in-
stitutions of higher agricultural education in Palalt has 8 faculties (Agronomy,
Forestry, Horticulture, Animal Breading and Biolpdyand Reclamation and Envi-
ronmental Engineering, Food Science and Nutritidod Technology, Economic
and Social Sciences) on which 19 major branchetudfes are realized. The univer-
sity employs about 780 scientific workers and asdadeéeachers, from among them
about 170 are employed on the position of a profeggirometeorology Department
is a branch of the Faculty of Land ReclamationBndronmental Engineering and is
one of the leading didactical-scientific units @cklty. The Department developed
research of the energy flow and the matter cirtulan the agricultural landscape.
Wide spread methodological works led to creatiorthef unique apparatus for mi-
crometeorological measurements of energy fluxessdnitly, Agrometeorology De-
partment is more focused on measurements of grasalgases exchange between
surface area of wetland and forest ecosystemshenatmosphere as well as estima-
tion of their balances. The results of the resesggstilted in numerous scientific pub-
lications. Thanks to the wide international coopleraand own research works, the
Agrometeorology Department is today an equivalaniner of leading research insti-
tutions all over the world, developing researclexthange of energy and matter
(mainly CQ, CH, and HO) between ecosystems and the atmosphere.

IDENTIFYING OF MOST VULNERABLE REGIONAL ISSUES THROGH CLIMATE
CHANGE

According to WP1 tasks, working groups of expertd and-users were estab-
lished in Poland. Potential national experts (iield of climate change and its impact
onto agriculture), as well as potential end-usrsners, agricultural services, farmer
associations, clerks, decision-makers, and scho@s} selected. Next, the detailed
lists of contacts of national experts, who agreedobperate within ADAGIO, were
created (Tab. 2). At the end,, the ADAGIO inforraatbrochures, which were distri-
buted between experts and end-users by post anihtéraet as well as between
PULS staff and students during the conferencesiaga within WP2, were worked
out. Additionally, Polish ADAGIO websitéttp://www.agrometeo.pl/adagiatas
created. This Website is available only in Polistl B dedicated mainly to ADAGIO
experts and applicants involved in the Projectjtiatopen also to any other visitors,
who would like to know details about the ADAGIO jact (its goals, methods of
execution and partners description from other ca@s)t




Table 2. Polish experts of the ADAGIO project
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Institutions

Experts

Pozna University of Life Sciences
Department of Agrometeorology

Department of Pomology

Department of Plant Protection Methods
Research Centre for Agricultural & Forest EnvironmeAS

Wroctaw University Of Environmental And Life Sciess;
Department of Mathematics

National Hydrometeorological Service

Marshal’s Office of the Wielkopolska Region in Pozna
Department of Agricultural Development

Regional Extension Service Centre in Poznan

University of Szczecin
Dept. of Meteorology and Climatology

Western Pomerania Technical University in Szczecin
Dept. of Meteorology and Climatology

University of Warmia and Mazury in Olsztyn
Dept. of Meteorology and Climatology

Institute of Soil Science and Plant Cultivation Ryta
Department of Agrometeorology and Applied Inforrogti

Institute for Land Reclamation and Grassland Farming
Depart. of Regional Studies for Develop. of Ruralasre

Institute of Plant Protection

Insurance agency (PZU)
Institute of Plant Breeding and Acclimatization

The Institute of Environmental Protection

J. Olejnik, J. Lény,
R. Juszczak, T. Serba

R. Kurlus
H. Ratajkizwi

A. Kedziora, Z. Kundzewicz
M. Szwed

L. Kuchar

R. Farat, P. Mager,
T. Kasprowicz,

A. Bobrowski
R. Jaworsk

Cz. Kazminski

B.Michalska

M. Czarnecka

Z. Szwejkowski,
M. Panfil, E. Dragaska

J. Kozyra
L. tabedzki, B. Bak
E. Kasperska Wotowicz

F. Walczak, A. Tratwal,
M. Ruszkowska

K. Szczepaski
Ckembor
M. Sadkiws

In order to identify the most vulnerable regiorgduies through climate change
the first national meeting/conference of the POREIAGIO working group (24 April
2007) was organized. It was mainly the nationaltmgeof ,experts” together with
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»applicants”. During this conference the decisiogiated to Pilot Assessments (who
will be responsible for what and when these tasksw finished) were undertaken.
18 speakers from: scientific institutes, agricatuaniversities, regional extension
service centre, regional policy makers and ins@wagency gave a presentation and
took part in final discussion during this meetifige leaflet and handouts informing
about ADAGIO were prepared and disseminated beteeeierence participants.

In order to control the progress in the pilot assemnts realization, the second
national meeting of ,experts” together with ,appints” was arranged. 14 speak-
ers from scientific institutes, agricultural unisities, regional extension service
centre and regional policy makers gave presentatioimg the meeting. In total,
35 people took part in the conference.

Conclusions after two of the Polish ADAGIO conferes:

« water stress will be the main limitation factorpiiant cultivation,

« extreme hydrometeorological events will be morgdient and destructive,

e changes in pest cycles caused by climate changeoarty recognized,

e there is no long-term agriculture policy which webuonsider any pre-

dicted climate changes.

Additional the questionnaire for farmers, basedgaestionnaire prepared by
Spanish ADAGIO partner were prepared and adopblisHPconditions. More than
1300 guestionnaires were distributed and sentrtoefa with the help of the 16 divi-
sions of the Farmers Advisor Services (ODR) whaehaontacted with farmers in the
regions of their responsibilities. About 1200 fillguestionnaires were sent back to
PULS. Questionnaire included 22 questions abouhdes knowledge on poten-
tial/visible impacts of climate changes, farmertitgldo adaptations, applied irriga-
tion systems etc.

IDENTIFYING FEASIBLE POTENTIAL ADAPTATION MEASURES

One of the main feedbacks of the WP3, was a gapsented ADAGIO activi-
ties and goals, that was published in the natiBeglort: "Climate Changes, agricul-
ture and rural areas" (ISBN 978-83-924319-3-0,ahsRh language) of the Founda-
tion for Development of Polish Agriculture. The ogppresent climate change in-
fluence onto an agriculture sector and rural ared®land as well as demonstrate
possibilities of minimizing negative effects of #eochanges through adaptation
activities. Also possibilities of climate protectithrough certain agrarian practices
were presented.

Two pilot assessments in cooperation with natidd2AGIO experts were pre-
pared: ‘Analysis of feasibility of adaptation measures Ralish agriculturé and
“Assessment of technical equipment (available ofshPaharket) which is help-
ful/needed to adapt agriculture to climatic risks terms of costs, modern technical
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solutions, accessibility) Prof. dr hab. Cz. Kaminski, prof. dr hab. B. Michalska,
prof. dr. hab. M. Czarnecka, prof. dr. hab. L. ¢d#tki, doc. dr hab. M. Ruszkowska,
dr. H. Ratajkiewicz were authors of the texts. Thaythe polish experts selected on
the first part of ADAGIO.

The main message from the first pilot assessméhaighe climate changes will
impact mostly water resources and hydrologic cgoleponents. The main adapta-
tion measures should lead to:

a. increase the amount of surface water resources,
b. increase in water use efficiency in agriculture,
C. decrease water needs of crops.

Other adaptation measures should be focused omiring negative effects of
extreme climatic events on agriculture and to pmewegriculture sector against
new/old pesbccurrence.

The main message from second pilot assessmeat ihéen3-4% of arable land in
Poland (without subirrigated area) should be utgemigated in the near future to
avoid catastrophic yield losses through droughssfaf as the technique and the irri-
gation systems are concerned, they are and wil bee nearest future similar to the
systems, used in the other European countries. &teeyand they will include the
sprinkling machines in agricultural field cultiveris, sprinkling machines and drip
irrigation systems in vegetable farming, variougroirrigation systems in green-
houses and orchards. In the near future, the fabeiaoirrigation of intensive root
crops, industrial and greenhouse crops, horti@lltrops in open air and orchards in
private farms will increase. On permanent vallegsglands, gravitational subirriga-
tion systems will remain in the future as a sowfdedder and a way of healthy feed-
ing of cattle. It may be stated that it is not thehnique which will be the barrier to
the development of irrigation in Poland, but theremmics and the availability of
water, in sufficient quantities and of suitablelijua

Additionally, an article popularized ADAGIO projesas published in biweekly
journal "Farmer” (in Polish). This journal is destd for farmers and presents widely
information dealing mostly with the modern agriatétissues. Polish agrometeorolo-
gists and climatologists involved in ADAGIO mat addcussed during the confe-
rence Environment in the face of expected climate chdrigwd in Olsztyn, Poland,
in September 2008. Reviewed articlmpact of climate changes on European agri-
culture, project ADAGIOthat presented general impacts of climate changeSu-
ropean agriculture and results of implementatiorthef ADAGIO in Poland was
printed in Polish language in Acta Agrophysica maii(ISSN 1234-4125).

The main scientific results of the Polish expemglved within ADAGIO are
presented in papers published in this monograpbsdlpapers are results of in-
vestigations and discussions of polish scientigerialia on ADAGIO meetings.
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INTRODUCTION

For almost three decades now, we have been witrge progress of global
warming. The gradual rising of air temperature aodan temperature is linked by
scientists to increased concentrations of anthremogemissions of greenhouse
gases to the atmosphere. The temperature increaseampanied by an increased
variability of atmospheric conditions, higher fremey and intensity of extreme
phenomena events such as hurricanes, heavy rainfsulting in dangerous
floods, long dry periods which in combination wikiot weather cause acute
droughts, etc. These phenomena have a direct wegatpact not only on hu-
mans and human economy, but also on the natur&oenvent, which, in many
cases, might not adapt to the rapidly changingatiénconditions. For this reason,
besides the efforts to predict as accurately asilplesthe direction of climate
evolution, growing attention is paid to present dadiynate analysis to see just
how advanced these changes are at a regional [Elial.provides us with the
information that allows us to assess the relatipngletween regional climate
changeability and global climate processes.

This paper is yet another attempt to answer thestipn on the basis of me-
teorological observations from the last few decage$o 2006 conducted in Pol-
and by the National Hydro-Meteorological Service.

A SHORT REVIEW OF SELECTED LITERATURE

Recently, Polish researchers have been focusirilgeoanalysis of changeability
of two basic climate parameters, i.e. air tempegatund atmospheric precipitation.
Their research is based on 1951-2000 hydro-metagcal data. One of such studies
is the study of changeability of mean air tempeesitt Poland based on data from 51
meteorological stations done by Kwmhowski andZmudzka (2001). The authors
found statistically significant increase of meamwal temperature and temperatures
in March and May in the analysed period. The astipaint out that ,in the studied
period, winters have become visibly milder whicfeetfs, i.e. increases temperatures
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in spring season (particularly March) due to terapee inertia”. They also noticed
a decrease in annual temperature amplitude, rdvefrdbe relationship between
mean spring/autumn temperatures (sprigs have beemm@er than autumns),
and more frequent occurrences of relatively eautyrbild winters in the last dec-
ades of the studied period. Similar conclusionsewezached by Fortuniak,
Kozuchowski andZmudzka (2001) who, after the analysis of 1951-2p6fod,
confirmed that the warming is most pronounced @ 1B880's and 1990's. They also
indicated that by the end of the last decade,ahmpérature in September-December
dropped to lower values, and mean temperatureeotdkdest months showed ten-
dency to move toward zero ,with long-term perspectf complete fading of ther-
mal winter by the mid-21st century”. The analydisatial distribution of the mean
annual air temperature led the authors to condhate,the thermal contrasts within
the area of Poland are slightly increased indigatiat warming is more visible in
warm regions of Poland than in cold ones”.

Contrary to changes in temperature, changes ingutaon in 1951-2000 are
not so pronounced in the area of Polafrudzka (2002) pointed out that despite
an incrase of annual precipitation totals by 3 neoatle and the increase of
spring and autumn totals, these changes are radtistly significant. The au-
thor noticed that the highest precipitation incecass noted in the northern slope
of the Pomeranian Lakeland and in the Podkarpagi®m while there is precipi-
tation decrease in the lowland belt.

Some interesting observations regarding changgabiliselected climate pa-
rameters, i.e. air temperature and precipitatioa,feund in Kauchowski (eds.),
2000. The comparison of thermal seasons in 1988-08®& seasons in 1959-1968
showed that winter became visibly shorter whildyespring — longer, and seasonal
changes occured earlier than before. In termsetfigitation, the authors noted that
although there were changes in pluvial regime gtdi; this changes did not have
the characteristics of maritime climate becausedifference in precipitation vo-
lume was not recompensated during autumn/wintesosea

The progress of warming process is also confirmgthk authors of Kund-
zewicz Z., Radziejewski M. (eds.), 2002, who anedlyboth mean values and 16
other selected indicators of extreme climate phesranrelated to air temperature
and precipitation. They emphasised, however, thatewdirection of changes
concur with expectations most of the time, only fewch changes are of high
statistical significance.

THE AIM, MATERIALS AND METHOD OF THIS STUDY

The aim of this paper is to present direction aaiteé of change of mean air
temperature and precipitation totals in the areRalénd. Data collected from 49
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meteorological stations was the basis of this stAtlystations are evenly distributed
throughout the country, all are located no highantl000 meters above the sea-level
(Fig. 1). Mean monthly values were calculated Bmhestation, mean seasonal values
(winter — DJF, spring — MAM, summer — JJA, autum®OGN) and mean annual
values. The study aimed to analyse data as cuasgpbssible, thus the four decades
of 1966-2005 were the basis of this work. Someyaeal such as trend analysis or
moving average, also include year 2006.
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Fig. 1. Locations of meteorological stations

For each analysed parameter, a linear regressimtidn was calculated and
statistical significance of regression coefficieras tested with Student'dest. In
order to better illustrate changeability of thedéd parameters, each regression
line is complimented by a 10-year moving average.

The study also involves a comparative analysismaf 15-year periods that
was designed to better detect changes in the 40pge@md under investigation.

Because researchers of climate change in Polame phe beginning of the
warming process in the 1980's (Fortun&tkal. 2001), the first reference period
includes years 1966-1980, right before the off§ethe warming process. This
period will be referred to as tleperiod. The second 15-year period, referred to
as ab period, includes years 1992-2006, i.e. period wltee warming process
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became most evident. Again, the mean and variaakey were calculated, and
after running statistical test, it was possiblalébect differences between pairs of
mean values and pairs of variances. The hypotivesestested on 0.05 and 0.01
statistical significance level.

In the analysis of observation data, two method®weed. One was to average
given parameter for the entire area of Poland. &iliscrepancies or errors in mea-
surements at particular points can be ignoredntéihod gives an overview of the
general direction of changes observed throughoatciuntry. This procedure
proves to be very useful for analyses of large satgazuchowski andZmudzka
2001, Przedpetska 1984, Zawa@tal. 2000/2001 Zmudzka 2002). In the second
method, the values of the analysed parameters ewerelated to particular points
which allowed to detect their spatial variabilitythe area of Poland.

REVIEW OF THE STUDY RESULTS

Air temperature

The mean air temperature for the area of Polart®86-2005 is 7.8°C. The
lowest mean value (6.3°C) occurred twice: in 198€ribda) and in 1987. The
highest mean temperature value (9.3°C) took plac20D0 (period). In thea
period, there were six out of the ten coldest yead only one (1975) out of the
ten warmest years. In theperiod, on the other hand, these proportions @&re r
versed: there were six warmest years out of tenasuiyg one out of the coldest
ones (1996). The peridd therefore, was substantially warmer (mean air-tem
perature: 8.2°C) than peri@(mean air temperature: 7.4°C) (Tab. 2). Statiktica
significance of the difference between these twamealues is 0.01. Figure 2
presents increasing trend of air temperature.

The direction coefficient of mean annual tempeeatnend in Poland is 0.025
which indicates 0.25°C temperature increase ratelgeade (Tab. 1). Statistical sig-
nificance of this increase rate is 0.05. AccordingKaozuchowski andZmudzka
(2001), the direction coefficient of trend of meamual temperatures for 1951-2000
is 0.018 (Tab. 1). The comparison of direction ficiehts in 1951-2000 and 1966-
2006 shows an intensification of the warming pregasdPoland. Data presented here
confirms the intensification of mean temperaturzdase process that has been con-
tinuing since the 1980's. The years following 2@@0e warm making the1997-2006
decade the warmest decade since 1966. Furtherweather conditions in January-
October 2007 established the year 2007 as the \wagmear of the analysed period.
Still, the rate of the warming process is not @@e for different regions in Poland —
regions with the highest temperature increase @®&3€C per decade) are in the west-
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ern Poland, and regions with the lowest temperdhamease (less than 0.2°C per
decade) are in central-eastern and southern gatsland (Fig. 3). It is worth men-

tioning that changeability of mean annual air terafppge measured with the value of
standard deviation was the same for lzotimdb periods.

Table 1. The direction coefficient of linear change tremfisnean monthly, anuual (a) and seasonal
(b) air temperatures (°C/10 y) in Poland in différemulti-year periods

a) Month
Year
J F M A M J J A S O N D
66-06 0.57 0.25 -001 047 031 0.12 047 039 017 0.13 -003 0.21 0.25
51-00 042 064 _0.56 0.24 030 012 0.04 0.14 0.00 0.06 -018 -002 0.18
AT 015 -039 -057 023 001 024 043 025 0.17 0.0715 0.23 0.07
b) Season

J, F... = January, February etc.
DJF — winter, MAM - spring, JJA - summer, SON -wanh
66-06 — 1966-2006

0.47 - statistically significant trends at tbe= 0.05 level
0.39 - statistically signifincant trends at tlie= 0.01 level

51-00 — 1951-2000 (Kmichowski and&Zmudzka, 2001);
0.56 - statistically signifincant trends at tlie= 0.05 level

AT - difference between 66-06 and 51-00.

DJF MAM JJA SON
66-06 0.29 0.26 0.33 0.09

()
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y=0.025x+ 7.238
R?=0.146
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wn o n o wn o n o wn
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Fig. 2.Mean annual and decadal air temperatures (°Cgiartsa of Poland and trend line for 1966-2006
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Table 2. Mean monthly, annual (a) and seasonal (b) air ézaipres (°C) and their changeability
(standard deviation) in Poland in peria@él966-1980) ant (1992-2006)

a) Month
J F M A M J J A S @) N
Mean (°C)
a -32 -13 21 65 123 160 172 166 125 7.9 340.7 7.4
b -16 -04 21 80 134 164 187 179 130 83 340.6 8.2
AT 16 09 01 14 11 04 14 13 05 04 -04 01 07
Standard deviation (°C)
a 257 227 222 086 134 110 134 091 138 155211266 0.68
b 266 291 180 138 130 096 179 120 145 192342280 0.68
Ac 009 063 -042 _053-004 -0.14 045 030 0.07 0.381.13 0.13 0.00

Year

b) Season

DJF MAM JJA SON J, E... = January, February etc.

Mean (°C) DJF - winter (Dec, Jan, Feb)

a -17 70 166 8.0 MAM - spring (Mar, Apr, May)

b -10 78 176 8.1 JJA - summer (Jun, Jul, Aug)
AT 07 09 1.0 02 SON - autumn (Sep, Oct, Nov)
Standard deviation (°C)

a 196 096 062 0.80 AT, Ao - difference between periodsandb
1.1- statistically significant trends at the= 0.05 level
0.9 - statistically signifincant trends at ttee= 0.01 level

b 196 094 094 1.16
Ao 0.00 -0.02 0.32 0.36

The rate of the warming process is different farheparticular season. Within
the analysed period, the highest increase of mezal air temperature occurs in
summer season — ca. 0.3°C/10y, and then in winmdr spring seasons — ca.
0.25°C/10y (Tab. 1). The season with the leaseas® is autumn — ca. 0.1°C/10y.
The positive temperature trend, therefore, occunredl seasons but it is statistically
significant only for summer (at 0.01 and 0.05 lsyelThe 1°C difference between
mean air temperatures @andb periods is also statistically significant for sygriand
summer at the level of 0.01. The differences of nmaa temperature in winter and
autumn seasons do not satisfy the test of stalistignificance criteria (Tab. 1). The
analysis of mean seasonal air temperature in sheléecade (1997-2006) shows that
summer and autumn have a visibly increasing terydehde mean winter and spring
temperatures have a decreasing tendency.
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Fig. 3.Linear trend coefficients (°C/10y)
of mean annual air temperature in Poland
in 1966-2006

Not only does temperature change occur at differata, but it also shows
a varied spatial distribution in each particulaas®. The highest regional simi-
larity of annual tendencies is in spring — maximagreases were observed in the
western Poland, especially in north-west (>0.3/1@&)d the minimum in the
eastern and southern parts of Poland (<0.2°C/Hy) 4).

As mentioned earlier, both summer and winter sesaaom characterised by an
increased tendency of mean temperature regresegffioient in almost the en-
tire area of Poland. Summer and winter, however,admost perfect opposites
(very much like their intensity) — the areas witie thighest increase in summer
usually have the least increase in winter, and veamsa. Trend coefficients indi-
cating temperature changes show high spatial erdlkeey increase during winter
from south and south-west towards north and naagt-& heir values in the south
are lower than 0.20°C/10y (at some places they egach negative values, i.e.
Ktodzko (-0.07°C/10y), Racibdrz (-0.04°C/10y), Lesk0.01°C/10y). In central
Poland, they reach 0.25-0.35°C/10y with the maxinwatnes occurring in south-
east (>0.45°C/ 10y, Suwalki 0.62°C/10y). Summemghopposite tendencies —
the lowest values are in the north and the norsi-6215-0.30°C/10y) and the
highest in the south (>0.40°C/10y). Autumn shows last differentiation of
regional tendencies of temperature changeabilith wo visible spatial distribu-
tion pattern. The values oscillate between 0.010C/@Lesko) and 0.21°C/10y
(Kalisz) and are of no statistical significanceg(H).

The comparison of mean temperature changeabiligl geasons of the two 15-
year periods showed that the difference is noistitatlly significant. However, the
strongest tendency for temperature changeabilitproed in summer and autumn
(0.32°C and 0.36°C increase respectively) (Tab. 2).
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0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.45 [°C/10y]
Fig. 4. Linear trend coefficients (°C/10y) of mean seas@iraiemperature in Poland in 1966-2006

The analysis of mean seasonal temperatures inchetigtbnship between tem-
peratures of spring and autumn. The analysis coafir earlier findings that the
difference between mean temperatures of spring aatdmn has been getting
smaller for a relatively long time now, and sinke beginning of the 1980's spring
has been warmer than autumn quite often (Fig. I%. fean spring temperature in
perioda was 7.0°C compared to 7.8°C in perlmdvhile mean autumn temperature
were, respectively, 8.0°C and 8.1°C (Tab. 2). ®reperature difference between
those two seasons, therefore, decreased from 1000@3°C, although this change
is not statistically significant at the 0.05 levéhe rate of average “warming” of
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spring in relation to autumn based on the meateaiperature values for Poland
in 1966-2006 is 0.16°C/10y. This, however, bearsstatistical significance on
the 0.05 level.

[*CHoy]

-0.25
-0.20
-0.15
-0.10
-0.05

Fig. 5. Linear trend coefficients (°C/10y)
of difference of mean spring (MAM) and
autumn (SON) air temperatures in Poland
in 1966-2006

3

Spatial distribution of this change is most affelcte the western parts of the
country including Wielkopolska region and the caafsthe Baltic Sea (the rate of
the average warming of spring in relation to autlimm0.20°C/10y). The least
changes occur in the south and south-east of P¢hil0°C/10y) (Fig. 5). Such
spatial distribution is consistent with the infleenof ocean (sea) on the climate,
where spring temperature is more dependent on mieteperature in that water
cooled by winter's low temperature stalls develapinod spring. If, then, winters
are getting warmer, it will be reflected in spritggnperature increase in the with
matritime climate areas (not so much in areas vdgtitinpental climate).

The observations of the last few years, howevekeniadifficult to predict
the direction of changes in the future, i.e. in 22006, autumns were warmer
than springs (in 2006 there was the record diffegesf 3.8°C in 1966-2006), but
in 2007, spring was again warmer than autumn.

The analysis of values of direction coefficientdioéar trend of mean monthly
temperature changeability (Tab. 1) shows that thleelst statistically significant in-
crease of mean monthly temperatures occurred imsur(duly — 0.47°C/10y, Au-
gust — 0.37°C/10y) and also in spring (April — 0@/40y, May — 0.31°C/10y). Dur-
ing those months, with the exception of May, thevaimentioned temperature trend
fullfills the criteria of statistical significancdt may be mentioned that the strongest
increase tendency expreseed by regression coeffiienean monthly temperature
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occurs in January (0.57°C/10 lat) (Tab. 1). Thgease, however, has no statistical
importance since ,signs of temperature increaséamuary are lost in a very high
variability of winter temperatures” (Kkachowski and&mudzka, 2001).

The comparison of study results byAgohowski andZmudzka (2001) for 1951-
2000 with the results of this study reveals thegase of direction coefficient of mean
monthly temperature trend values in June-Septerfésgecially high increase in
July), November — January, and April. There is al$endency of a slowing down
of temperature decrease in November and a pronducttange of tendency in
March with even small negative trend of mean magntemperature (—0.01°C/
10y) (Tab. 1). This might be explained by the fdwtt few years before 2007,
mean areal temperature of March oscillated arotednorm or was below the
multi-year mean temperature, as it was the cag®@® and 2006. It is possible,
however, that 2005-2006 was a transitional perietause March 2007 was ex-
ceptionally warm. Its mean temperature reached stid®°C making it compa-
rable to the warmest March of the analysed peGo@’C in 1990).

Trend coefficients are reflected in the temperatlifeerences between the
two fifteen-year periods. The corresponding momthgeriodb were warmer than
those in periodh by over 1°C: January, April, May, July and Augustd of those
only January — despite the highest increase of mearthly temperature (+1.6°C)
— was not statistically significant (Tab. 2). Meaonthly temperature variability
increased in case of 9 months in pedpdbut this change was statistically signifi-
cant only for November at the 0.01 level (+1.1°@Y &April at the level of 0.05
(+0.5°C).

Mean monthly air temperatures were used to anahksemore problems:
changes in time of appearance of the warmest amddluest months of a year,
and annual temperature amplitude understood agliff@ence between mean
monthly temperature of the warmest and the colaesiths.

In 1966-2006, the coldest month tended to be Deeenalther than January, and
the warmest month tended to be August and not Jlig phenomenon, as other
authors pointed it out (Kaichowski, 2000) deepened the asymmetry of annoal te
perature distribution — increase phase became fdifrgen winter to summer) and
decrease phase became shorter (from summer ta)wiFibteoughout the 1992-2006
period, January was the coldest month of the y8ainies, while December only
twice. This is confirmed by the change of mean tnaoire of winter months — De-
cember became warmer by 1°C, January by 1.6°Cu&sb0.9°C. Consequently,
December was slightly colder on average than Fep(tiab. 2) in thd period.

In summer, July remained the month with the higfresfuency of the highest
temperature occurrences in both periods (10 tinld®.increase of frequency of
August as the warmest month occurred at the expeindene (2 and 3 times re-
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spectively in period, and 0 and 5 in peridd). This is also reflected in the rela-
tionship between temperatures in June and Augugteiioda, August was war-
mer than July by 0.6°C, and by 1.5°C in pefindtatistically, in a 3-year period,
July was the warmest month twice, and August —once

The period 1966-2006 is characterised by a higiabilisy of maximum tempe-
rature occurrences (July — 28 out of 41) than mimintemperatures (January — 19
out of 41). This is caused by a bigger influencasaér radiation on temperature in
warm months and the impact of atmospheric ciramfdathn temperature in cold
months. Radiation is directly connected to Sunighteabove the horizon which is
consistent throughout the years unlike the unstthi@spheric circulation.

The direction of changes of annual air temperatunglitude is determined by
maximum and minimum temperature values in the aerdlperiod. The analysis
performed by linear regression method showed a \@edkstatistically insignificant
tendency of increase of mean monthly air tempegatfithe coldest month (0.13°C/
10y) and a stronger, statistically significant lag¢ t0.05 level, increase of mean
monthly temperature of the warmest month (0.46°@Q)/1& case of the mean tem-
perature of the warmest month, the difference tetvperiodsa andb is statistically
significant at the level 0.01. As the consequeridbase two processes, we observe a
systematic, but so far statistically insignificaimigrease of annual amplitude of air
temperature by 0.33°C/10y. This process is moskeatiin the central-south parts of
Poland (amplitude increase >0.6°C/10y). It is tleakest in the north-east of Poland
and in a relatively narrow zone along Baltic Seastahe Odra River valley up to the
Nysa tuzycka inflow (<0.2°C/10y) (Fig. 6).
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Fig. 6.Linear trend coefficients (°C/10y) of
annual temperature amplitude in Poland in
1966-2006
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Atmospheric precipitation

In 1966-2005, the mean precipitation total in Pdlavas 622 mm. The lowest
mean total (445 mm) was registered in 1982, thbdsg (785 mm) in 1970 (pe-
riod a). The first 15-year period (1966-1980) had six oufl0 wettest years and
four out of the driest years. The second 15-yeaio@g1992-2006) had half as
many years with extreme totals (three ,wet” oned @&vo ,dry” ones). Such dis-
tribution indicates that periaalis characterised by a higher changeability of mean
annual totals. This is confirmed by the value afhstard deviation which is 90.4
mm for perioda compared to 60.0 mm for peribdTab. 4). The mean annual pre-
cipitation total in 1966-1980 (647 mm) was 23 mghtar than in 1992-2006 which
is reflected in the general change trend in th&eepieriod (Fig. 7). Directional
coefficient of trend of mean annual precipitatiotats was —0.982 which indi-
cates a decreasing, statistically insignificangrgde by ca. 10 mm/10y (Tab. 3).
The analysis of observation data from 1951-200@imydzka (2002) showed an
increasing trend of annual precipitation (2.85 nm@y)1 This indicates a change of
this parameter which had a decreasing tendency9&6-2006 especially after
2001.

Table 3. The direction coefficient of linear change tremfisnean monthly, anuual (a) and seasonal
(b) precipitation totals (mm/10y) in Poland in @ifént multi-year periods

a) Month
J F M A M J J A S (e} N D
66-06 —1.18 145 210 -087 -1.02 -405 -012 -069 10897 -2.67 -095 -9.82
51-00 058 027 274 073 -018 093 -177 -160 21053 0-0.29 051 2.85
AP 060 172 -064 -160 -084 -498 165 091 -0B50 -2.38 -1.46 -12.67

Year

b) Season J, F..., DJF, MAM...~ see table 2.
DJF MAM JJA SON 66-06 ~ 1966-2006:

66-06 0.58 0.20 —4.86 —4.48 51-00 - 1951-2000ZMmudzka 2002),
51-00-0.28 3.29 -2.44 2.35 all trends are statistically insignifigant at the: 0.05 level,
AP 0.86 -3.09 -2.42 -6.83 AP — difference between 66-06 and 51-00.

Decreasing tendency of mean annual precipitatitad tioes not include the
entire area of Poland. The comparison of isolifkég. (8) with a similar map by
Zmudzka (2002) presenting changes in precipitatiea & 1951-2000 shows that
an area with the increasing tendency of precipitais diminishing. The zone
with decreasing precipitation tendency, on the otrend, has expanded in the
central south, especially in central Poland anthénorth-east. Precipitation in-
crease is still present in south-east and in nodkt parts of Poland. Out of 49
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analysed stations only 12 shows this tendency,cahdtwo (Resko and Elbdy)
have an over 10.0 mm/10y increase of precipitatidals. Zone with decreasing
tendency includes a wide area from Ziemia Lubugka Bolny Slask through
central Poland to Podlasie and Lubelszczyzna @)idn the eastern part of Nizi-
na Slaska up to Beskiclaski (Wroctaw-Bielsko Biata), there appeared an area
with substantial decrease of precipitation totats/er 30.0 mm/10y.
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Fig. 7.Mean annual and decadal precipitation totals (tnnR)oland and trend line in 1966-2006

[mm/10y]

Fig. 8.Linear trend coefficients
(mm/10y) of mean anuual precipitaton
totals in Poland in 1966-2006

Nonetheless, in case of precipitation, all the gesnare not statistically sig-
nificant, and thereforeZmudzka's conclusion (2002) is that “precipitatiaiue in
Poland's lowlands does not show any definite dinec¢significant trend) of change”.



32

The general tendency of decreasing mean annuaipjtation totals is not
evenly distributed throughout each season (Tab\V8)ter and spring are charac-
terised by a very weak tendency of precipitatiotaltancrease (0.6 and
0.2 mm/10y respectively) whereas summer and auanmaicharacterised by more
evident tendency of precipitation to decrease &h® 4.5 mm/10y respectively).
Comparison of earlier analyses publishedZoyudzka (2002) shows, above all,
a distinct reversion of tendencies of precipitatiotals in autumn (which is now
decreasing), and change of winter tendency, wischow positive and, finally,
lower increase of spring precipitation and its éd@sable drop in summer. It was
the summer and autumn decreasing tendencies, aheréfiat had a decisive in-
fluence on decreasing mean annual precipitaticaistam 1966-2006. The highest
negative difference between seasonal precipitatitaids in periods a and b occurs
in summer with the value of 20.2 mm (Tab. 4). Stillmmer precipitation, despite the
general decreasing tendency in this period, haea being since 1992, where they
were at their lowest in multi-year period.

Table 4. Mean monthly, annual (a) and seasonal (b) pratipit totals (mm) and their changeability
(standard deviation) in Poland in peri@él966-1980) ant (1992-2006)

a) Month
J F M A M J J A S O N
Mean (mm)
a 348 293 317 451 600 783 903 76.2 546 553.14421 64638
b 331 346 410 428 602 66.7 878 701 596 47.094 400 6240
AP -17 53 93 -23 02 -116 -25 -61 50 -82 -8R1 -229
Standard deviation (mm)
a 161 159 110 159 140 222 308 292 197 36.B.71193 904
b 132 116 167 163 151 231 436 262 248 2411163 600
Ao 29 43 5.6 04 11 09 128 -30 51 -119 -39 -304

Year

b) Season
DJF MAM JJA SON
Mean (mm)
a 104.7 136.8 244.8 159.0
b 108.6 143.9 224.6 147.7
AP 39 7.2 -202 -114
Standard deviation (mm)
a 280 281 474 383 AP, Ac - difference between periodsandb
b 26.6 246 478 30.1 all differences are statistically insignifi¢at the
Ac -14 -36 04 -82 a = 0.05 level

J, F..., DJF, MAM..~ see table 2.
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Spatial distribution of precipitation totals in bagarticular season is presented in
Figure 9. The highest increase in winter is natetthé northern part of Poland, predo-
minantly in Pomorze (above 10 mm/10y). Decreasigigds are recorded in the areas
of Nizina Slaska, ZiemiaSwigtokrzyska, Lubelszczyzna and south Podlasie. Spring
like winter, is characterised by small values aoéctional coefficient of precipitation
totals. A decreasing trend occurs mostly in Ni#hgka, and increasing — mostly in
Podkarpacie and Pomorze @Gslde. The trend rate, however, does not exceed 10
mm/10y in most cases. The tendencies of changk athar regions are practically
close to none. Summer is dominated by areas witleasing precipitation, especially
in central-south of Poland (Aleksandrowice 30 mmyXhd in central Poland. Small
increase is noted only in the Pomorze Zachodnienastiern parts of Nizindlaska.
The negative trend occurs in autumn in all wespam of Poland (max. up to 12
mm/10y) and in the central east (up to 10 mm/1@@mall positive trend is registered
in Matopolska andutawy (up to 7.5 mm/10y).

WINTER (XIlI) o %

AUTUMN (IX-X1)

20 10 5 0 5 10 [mm/10y]
Fig. S. Linear trend coefficients [mm/10y] of mean seaspnecipitation totals in Poland in 1966-2006
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Winter precipitation in perioth by 1.2% (up to 17.4%), spring precipitation
by 2.1% (up to 23.1%), while the percentage of sempnecipitation dropped by
1.8% (down to 35.9%) and autumn by 1.4% (down tG%3.

The dominance of autumn precipitation over sprirgipitation is considered
as characteristic to maritime climate (Pasky and Niedwiedz 1991). The com-
parison of period (1.16) andb (1.03) mean precipitation total quotients of autum
and spring shows a decrease of this parameter.vahie could indicate shifting
towards continental climate (over maritime climatejts precipitation pattern. At
the same time, two other indicators — quotientadfl @and warm season precipita-
tion totals and quotient of winter to summer priatfon total, show precipitation
increase sugges-ting an intensification of maritcharacteristics. Calculations of
those two indicator for periodsandb show that the first one is stronger than the
second — the first indicator increased by 4.3%uf1t 1%, and the second one by
7.6% up to 52.2%). The increase of winter to sumpnecipitation total quotient is
most visible in the area from Pomorze @dawy through Central Poland up to
WyzynaSlaska (increase >4%/10y) (Fig. 10).

[%/10y]

Fig. 10. Linear trend coefficients (%/10y)
of relationship between mean winter (DJF)
precipitation totals to mean summer (JJA)
precipitation totals in Poland in 1966-2006

The analysis of mean monthly precipitation totageals that the rising ten-
dency in winter is a result of higher precipitationFebruary, and in spring —
March (Tab. 3). The third month with rising tendgns September. All other
months are characterised by decreasing precipitatitals, especially June
(4.0 mm/10y), October (3.0 mm/10y), and Novembe? (@m/10y), which de-
termine the general loss of precipitation in sumaned autumn. Earlier analyses
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by Zmudzka (2002) regarding 1951-2000 showed predipitancrease (change into
positive trend, its increase or reduction of itgative value) in February, July and Au-
gust, and precipitation decrease (change to negtindency, strengthening of this
tendency or decreasing positive tendency) occunrdadine, October, November and
December, and April (Tab. 3). The comparison ofipitation changeability difference
in periodsa andb measured with standard deviation shows an incafagengeability

in months from March to July (with the high in Jui$eptember and a decrease in all
other months (with low in October) (Tab. 4).

Another analysis was performed on annual predipitatmplitudes understood as
the difference between the highest and the lowadaes of monthly totals in a given
year. On average, this amplitude in 1966-2006 w8 enm in Poland, and its mi-
nimmal increasing trend (c. 2 mm/10 lat) is enlyirasignificant.

[daysi10y]

0.0
-0.5
-1.0

Fig. 11. Linear trend coefficients (number
of days/10y) of mean annual number of
days with precipitation >10.0 mm in Poland
in 1966-2006

Basing on the daily data of each station, the nurabdays with totals over 0.0
mm, 1.0 mm and 10.0 mm was calculated. The averfagd2oland in 1966-2006
are as follows: 171 days, 103 days and 14.7 daysade of the first two indicatiors,
due to the exceptionally low regression coefficiealues, there is practically no
regre-ssion (drop by 0.4 and 0.7 day/10y). Therdwasvever, a relatively strong
decreasing trend for days with >10 mm precipita(@d day/10y), although it is
also statistically insignificant. The zone with tim@st pronounced drop in this indi-
cator is noted includes eastern Poland thratigbk and up to Sudety. Increased
frequency of such days is noted especially in PamdKujawy, northern Wielko-
polska and Carprathian region (Fig. 11).



36

Mean annual maximim daily precipitation changeabilor Poland was also
analyzed. This indicator was calculated as anradtic mean of all the highest
annual precipitation noted at each particular stati Its mean value in 1966-2006
was 38.5 mm. As in other cases, the decreasingbends so weak that it may by
ommited (0.35 mm/10y).

By dividing the annual precipitation total by thenmber of days with preci-
pitation we receive the mean prepipication totalgasy with precipitation, i.e. mean
precipitation intensity. The value of this parametePoland in 1966-2006 reached
3.6 mm/day. Change tendency was also decreasingeagdwveak (0.05 mm/day
/10y). Spatial distribution of this parametersriesented in Figure 12. The difference
of precipitation intensity in period andb is quite noticeable and the prameter chan-
geability decrease is statistically significamt<0.05). These tendencies indicate that
annual precipitation totals decrease relativelyefagian the number of days with
precipitation and, therefore, there are graduabg Iprecipitation totals per statis-
tical day with precipitation.

[mm/di10y]

0.00
-0.05

-0.10

Fig. 12. Linear trend coefficients (mm/
day with precipitation/10y) of mean daily
precipittion intensity in Poland in 1966-
2006

In conlusion, it needs to emphasize that value gésiand changeability of tha
analyzed parameters of precipitation in the areBadénd in 1966-2006 were not
statistically significant at the the<0.05 level. The only statistically significant
change at this level between peredndb is a decrease in precepitation intensity.
In general, therefore, in case of precipitation,may only speak — at the most —
about more or less visible tendencies to chang&hwh fact, may proove to be
very short-lived.



37

CONCLUSION

In this paper, we have presented the directionslamdate of change of mean
air temperature and precipitation totals in relatio annual values and seasonal
values in the area of Poland. The analysis inclutidd collected in by 49 meteo-
rological stations in 1966-2006. To indentify chasgn time, we used such tools
ans linear regression function, moving averagescamdparison of two 15-year
sub-periods: 1966-1980 (periagland 1992-2006 (peridad).

1. Warming that began in the 1980's is continuing itite present. The
positive trend of temperature is indicated by meanual values (increase of
0.25°C/10y — statistically significant at the 0.@wel) and for mean seasonal
values (the largest increase occurred in summeosef.33°C/10y — statistically
significant at the 0.01 level).

2. The tendency of decresing difference between meampératures of
spring and fall, higher probalility of August agttvarmest month of the year and
December as the coldest month of the year anddseref annual temperature
amplitude were confirmed.

3. This study also confirmed earlier analysigofudzka (2002) who stated that
“precipitation totals in the Polish lowlaind do nimidicate that there exists any
specific direcion (significant trend) of change”eWave not found any statiscically
significant (at <0.05 level) changes in the analyzdationships. It may be, therefore,
concluded that presently, we observe only moress évident tendencies to change
that manifest themselves in different aspects afattierizing them parameters. The
most important observation related to the genesaimate of mean aeral annual
precipitation total in Poland is the occurrencenot statiscically significant tendency
of mean annual precipitation total to decreaser(®810y).

4. A similar relationship is observed in summer (4..n/d0y) and autumn
(4.5 mm/10y) but it is also not statiscically sfg@nt. The examination of the annual
distrubution this climatic element showed the dishimg dominance of cold season
(Novermber to April) precipitation over warm seagday to October) (weaker),
summer precipitation over winter (stronger) andiaurt precipitation over spring.

5. Mean precipitation total per day with rainfall @nsity) is slightly
decreasing, total number of days with precipitataring the year is also decreasing,
and the number of days with daily precipitatiorai®tof >1.0 mm and >10.0 mm is
also dropping. However, everything changes pretipit indices are not statiscically
significant.

The main characteristics of the absolute valuesrdémperature and precipitation
observed in 1966-2006 are generally consistent tvtearlier forecasts based on cli-
mate models (IPCC). This statement is supportestidigtically significant trend (signi-
ficance level ofx = 0.05) indicating the increase of mean annudkaiperature at the
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rate of 0.28°C/10y based on the 1966-2006 datatathe rate of 0.33°C/10y based on
the 1987-2006 data. Similarity to the earlier mtals can also be seen in relatively
small, statistically insignificant changes in pp#attion values. On the other hand, ana-
lyses did not indicate any increase in changealufitthe studied climate elements,
while the majority of climate change scenarios ipted such increase. It has to be
noted, however, that changeability analysis anstdtistical significance included only
two short periods i.e. two comparative 15-yearqoisti The results of this analysis,
therefore, are by no means conclusive.

The authors would like to express their gratitudeMr. Pawet Terlecki for his skill-
full help in preparation of illustrations.
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INTRODUCTION

The problem of forecast climate change is crucabfriculture, since its func-
tioning is closely dependent on weather conditiand any deviation from the
maintained pattern constitutes a potential factolucing production (Reddy and
Hodges, 2000). With technical change taking pldoe,degree of dependence of
this sector of economy on weather decreases sligfls occurs as elements of the
weather, being a source of resources and regultotgrs, are being replaced by
artificial elements. Additionally, the above mentad technical change considera-
bly extends the adaptability of individual cropscteanging conditions, as well as
enforces the selection of an appropriate direatioproduction or changes in tech-
nologies (Hazell 1984, Morison 1996, Butterfielddadorison 1992). However,
adaptation ability may turn out to be insufficiemview of expected changes result-
ing from global climate warming. Much concern isisad by the fact that contem-
porary models of climate change do not yield fosedata in such a time frame as
it is required by the available weather-yield msdétigter 2007).

All considerations concerning the past, current futdre impact of climate
on Polish agriculture have to take into accountfdwt that for decades it pre-
served traditional methods of production (NowickdeSzwejkowski 2006). Such
was the price which had to be paid for resistirg hessure of total nationalisa-
tion. Later, after the political and economic trfansation, the situation changed
little, apart from the elimination of state owndsHPolish agriculture is still to a
large extent traditional, fragmented and continlyousquires structural transfor-
mations. Thus it is an agriculture which obviouslyless equipped to cope with
climate threats than agriculture in most EU cowstri-or this reason it is justified
to treat the problem of dependence of Polish aljti@l production on weather
conditions as unique and individual.

In view of this assumption it was decided to condumalyses, the aim of which
was to identify relationships between weather damdi and the level of mean na-
tional yields of crops grown in an economically aodially complicated past.
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MATERIAL AND METHOD

The determination of reactions of individual crdpsweather conditions is
not very difficult at the level of laboratory, pot even controlled field conditions.
The problem is complicated in a situation when wecdto answer the question
how it is modified in the large spatial and timalsc In such a case it is necessary
to have adequate and precise data concerningngetificrops and the course of
weather conditions (Semenov and Porter 1995).

In this study the effect of weather conditions @iding of staple crops in Poland
was determined, using data coming from officialrses such as Statistical Year-
books of the Central Statistical Office and agroalic analyses conducted in an
earlier study (Szwejkowsldt al. 2007). In view of the required continuity of mete-
orological observations (air temperature and pitatipn) it was decided to cover in
the analysis the four decades of 1966-2005, windeatvailable data concerning yield-
ing made it necessary to limit it to eight stapleps, i.e. winter rye, winter wheat,
spring barley, oat, grain maize, rape, potatoessagdr beet. Analyses of statistical
dependencies between yields of crops in yearstenddurse of weather conditions
were conducted by first calculating the equatidnsemds in yielding of individual
crops in the 4 decades analysed. Next, remaindi¢h&ese equations, as dependent
variables, were subjected to the analysis of meltipgression using the stepwise,
progression mode. Independent variables in thetieggavere grouped as follows:
total monthly precipitation, mean temperatures nths (together with winter for
winter crops), mean temperatures and precipitatigmowing periods (IV-1X), mean
precipitation, and seasonal temperatures.

RESULTS AND DISCUSION

The final effect of the effect of weather combina8 on yields of crops is
very complex - for example drought does not redbeentensity of photosynthe-
sis, but rather LAl and leaf area duration, anthie way reduces the production
of biomass (Wolkt al. 2002). This type of dependence considerably carates
the analysis of the situation, especially whers ititempted to determine large-
scale effects in terms of space and time.

Statistical analyses of trends in crop yieldingthe multi-annual period of
1966-2005 showed that they were manifested mamthe liner and polynomial
form in all analysed crops except for potatoes.u¥alof (corrected) coefficients
R? turned out to be very high in winter wheat, maipel sugar beet. It means that
in these species the highest technical change lbseneed in terms of production
technology. The lowest value of’Ramong those statistically significant, was
found in the equation of trend for winter rape.
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In the analysed periods there were extreme sihgtitivergent from the overall
trends of changes, evidently connected with aemdrcourse of weather conditions.

In the analysed 40-year period there were sevanaifisant cases of reduced
yielding of winter rye and wheat. This pertainssitmations of extremely difficult
winter conditions which occurred in the years 19690, 1979/1980 and
1978/1979 (Fig. 1). In the abovementioned yeassds in yields of rye, in relation
to the values determined by the trend line, wepg@p 4.5 dt ha, while for wheat
they were from 4 to 6 dt HaThe next two cases of large reductions in yieftdsn
approx. 4 to 7 dt hnationwide, concern the years 1992, 2000 and 2008hich
serious droughts were recorded. It is obviousgpahg cereals did not suffer due to
winters; however, the burden of dry years was higbly marked. Spring barley
responded in those years by a drop in yields gimies winter cereals, and the nega-
tive response of oat turned out to be even bigger.

Maize, as practically an almost new species, wasdoced with different re-
sults in cultivation in Poland after WWII. The vation in yields of this crop,
recorded up to the 1990's, apart from the doubidfest of the weather, was
connected with the introduction of new cultivansiprovement of fertilisation,
plant protection and harvesting techniques. Inléisedecade of the 20th century
the situation stabilised and in this case the eiféthe weather turned out to be
more obvious — particularly during the drought 603.

Winter rape showed an overall trend, the form oicWwhwas rather well repre-
sented by a polynomial function; moreover, in thalgsed 40-year period oscil-
lation of several years is relatively evident. Awaithis background we may ob-
serve the effects of extremely cold winters, ad aglwinters with a changeable
course of weather conditions (which rape is moresisige to than winter cereals),
as well as drought periods.

In the case of potatoes, apart from exceptions ermiregg 1980, 1992 and
1994 when the marked drop in yields resulted frowa Wweather together with
cultivation factors, in the other years a moreessiregular pattern was observed
of alternating years of very good and bad harvest.

Surprisingly, less favourable vegetation conditiforssugar beet appeared af-
ter periods of difficult winter conditions, as mfasted in the relatively lowest
yields recorded in Poland in such situations. Adirand evident negative effect
on yielding in this crop was observed for conditiaf water deficits in 1992 and
1994. Considerable differences in yielding of suigeet, found in many cases
earlier and later, from year to year, need alsoetattributed to the degree of wa-
ter availability at the early vegetation period.
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Fig. 1. Trends in changes of mean yields in Poland in #a#3/196-2005
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Fig. 1. Cont.Trends in changes of mean yields in Poland in #as/196- 2005

Results of regression analyses of weeyield for staple cereals (remaind
calculated fromequations of trends) showed that a set of varialblesg meal
temperatures of individual months of the year, dchecase made it possible
obtain a statistically significant equation (Tab. The highest value of the i-
mator of equations (?) wasrecorded in the case of spring barley. Amons-
cussed crops, negatively correlated mean temperafudune was always fou
as a significant variable in the set of the optieglation

Almost all significant cases in equations with ahhkes from the roup of total
monthly precipitation indicated negative correlasiavith yields of staple cere:
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Table 1. Summary of multiple regressions analyses: weatbeditions-yields of cereals with dif-
ferent independent variables

Group of independent variables

mean monthly

precipitation in months

temperatures and pre temperatures and pre-

temperatures cipitation in months  cipitation in months
variables slope variables slope variables slope variables slope
winter rye
w 32.959 w 3.421* — — — —
ty) -1.806* Ox 0.100*
ty 0.194
tx —0.545*
tx -0.215
ty 0.214
R?=0,43 R?=0.28
winter wheat
w 32.175* w 3.309 W 32.165* W  36.270*
by -1.567* oy -0.0773* tweg  —1.786* Ow -0.035
T 0.378 Ovii -0.037* ¢ -1.879*
tvi —-0.470 O —0.064* 0 —0.022*
Ox 0.044 tw 0.669
Ovj| 0.023
R?=0,36 R?=0.42 R?=0.20 R?=0.39
spring barley
w 44.418* w 2.1342 W 31.295* W 24.625*
by -2.070* oy -0.1208* tweg  —1.956* Ow  —0.043*
tyi —0.480 Ovii —-0.0250 Oweg -0.010 t -1.110*
i 0.313 o 0.0318 R*=0.20 R?=0.30
R?=0,47 oy 0.0298
R?=0.49
oats
w 19.194* w —1.508 w 14.693* W 1.440
tyi —1.204* oy —0.089% tweg  —1.038* Ow —0.035*
R®=0,28 o 0036 R=011 0 0.014
oy 0.033 R?=0.20

R?=0.56
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According to the results of the analyses, winteriryPoland responded nega-
tively to temperatures of October, which means that higher they were, the
lower the recorded yields. This dependence mayxpti@ed by the fact that in
most cases this would mean excessive exuberanoesheinter and entering the
wintering phase in a worse condition. TemperatofeRine, negatively correlated
with yielding of this crop, were also significaht. this case it was probably con-
nected with conditions of grain filling. In the easf total monthly precipitation it
was only found that its level in October was peosity correlated with grain yield.
The lack of effect of precipitation in the other mias resulted from the fact that
water requirement in rye is closely related withr@lepment stages, not precisely
concurrent with the calendar month system. In seitneies by Bombik et al.
(1977), taking into consideration production yielthe role of precipitation in the
modification of yields of rye turned out to be gigrant, particularly after the
spring onset of vegetation. The consideration endhalyses of a set of tempera-
ture and humidity factors in months and seasongsidlignake it possible to obtain
in this case significant equations.

In Poland, winter wheat is considered to be a gengsitive species to weather
conditions (Mafecka 2000). Analyses concerningchag exhibited a higher depend-
ence, than those in rye, of yielding on temperataed especially precipitation,
treated as separate yield-forming elements aatimgnonthly scale. The temperature
of June was (significantly) negatively correlateihwyield of wheat. The optimal
eguation containing temperature variables incluadss partial non-significant tem-
peratures of March and August (the latter with gatige sign). In the pair of vari-
ables "temperature and precipitation” in the vemgetaeriod, only the former consti-
tuted a statistically significant factor for wheaifecting the level of yielding. In turn,
these factors, determining parameters of seasahe gear, formed a significant set
of the optimal equation in the combination: prdeifgdbn in spring, temperature in
summer, precipitation in summer, plus additiont@iyperature in spring. All signifi-
cant variables obtained equation coefficients witiegative sign.

Higher temperatures in June resulted in a statidfisignificantly lower yield
of spring barley grain in Poland. The other temperavariables complementing
the form of the optimal equation are temperatufeslarch and July. The effect
of the level of precipitation, as reflected in legrproduction and manifested in a
significant effect on vyield, was observed in Febyuand additionally also in
April and July. Mean temperatures and total préaijgin in the vegetation period
formed a pair of variables in another regressiomaggn with a negative sign.
Temperature and precipitation conditions, averafgedseasons and treated as
independent variables, made it possible to creegeession equations, on the
basis of which it may be stated that spring preéafjgin and, additionally, mean
temperatures in summer constitute factors detengiyields in barley.
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Table 2. Summary of multiple regression for variables: weatconditions-yields of maize and
sugar beets in different configurations of indepsrdveather variables

Group of independent variables

temperatures and pre temperatures and pre-
cipitation in months  cipitation in months

mean monthly

temperatures precipitation in months

variables slope variables slope variables slope  variables slope

maize
w 20110 — — — — w -7.871
ty) —-0.994 o, -0.111*
ty 1.400* o 0.039*
ty) —1.240 ty 1.293
tix 1.078 R?=0.33
v —0.866
R?=0,28
winter rape
w 19.063 w -7.983 — — w 18.126
tv  —1.638* o 0.112* 0, 0.025
tx 0.894* oy 0.058* t  —1.882*
t 0.311 R?’=0.14 t, 1.441
R?=0,37 t, 0.636
R?=0.27
sugar beet
W _28.695 w —81.554* ___ — w 136.94
ty 9.939* oy 1.170* t, 10.74
tyl  _6.446* oy —0.384* 0 0.18*
R?=0,19 ow 0.183 R?=0.13

R?=0.27

Abbreviations for Tables 1 and 2, * significantiedste — p<0.05, w — intercept,

t,...t — mean monthly temperatures,

ty, 1, tj, t, — mean seasonal temperatures: w — spring, | — summ autumn, z — winter,
tweg— Mean temperature of growing season,

0,...0x; — precipitation in months,

0w, 0, 0, 0, - total seasonal precipitation: w — spring, | msuer, j — autumn, z — winter,
Oweg— total precipitation of growing season.
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Apart from mean temperature in June, no other testyre variable was found in
the monthly scale, on which barley yield would depén Poland. In turn, barley
evidently responds to humidity conditions. The gmemodel of analysis results in a
situation when the general assumption on waterinergant of oat, i.e. its high re-
quirement in the period from sowing to emergereaat confirmed in its results at
the statistical level. It turned out that totalgipiation in March is negatively corre-
lated with yield of oat and for total precipitationJune it is a positive correlation at
the level of the national mean.

In the vegetation period a significant role is pldyy air temperature, whose re-
lationship with yield of oat turned out to be négat whereas, when considering
seasonal effects of the weather, dependencies rorg gnd additionally summer
precipitation were found (in the latter case theethelence appeared at the level of the
total regression equation, rather than the paotia). Results obtained in relation to
both spring crops correspond to a relatively highrde with the complex assessment
of the effect of weather on yielding of these clsremonducted for the moderate cli-
mate conditions of central Europe. It was alsodhétere that the period of the high-
est sensitivity lasts from May to July (Chmielewakd Kéhn 1999).

In the case of maize, the high positive correlatbryield of grain on tem-
peratures in May was confirmed. Temperatures irother months of the vegeta-
tion period supplement the set of variables ofdpgmal regression equation. In
view of other studies, the possibilities of evailoratof the situation on the basis of
general meteorological data seem limited, sincéatian of maize yielding de-
pends generally on values of extreme temperatpeesicularly in the initial pe-
riod of growth and development (Southwoethal. 2000). In contrast, no statisti-
cal relationships were manifested between the lef/etaize yield and total pre-
cipitation in individual months. However, it is chateristic that precipitation
aggregated to the form of seasonal totals for gpaimd summer turned out to be
statistically significant in the partial regressequations.

In relation to rape, the variables that appeareégimations which character-
ised mean temperatures in June (negative cormejatiod October (positive cor-
relation) were significant at the partial regressievel, and January (also posi-
tive) — significant at the total regression levéields of rape depended statisti-
cally also on total precipitation in January (higpeecipitation in this case could
have had a positive effect on winter survival a$ trop) as well as June. In terms
of seasons, relationships were manifested betwiedsh of rape and summer tem-
peratures (partial negative significance), and tamthlly with spring and winter
temperatures and precipitation in winter.
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Sugar beet is known as a crop sensitive to weathtitions (particularly hu-
midity) in the period of emergence and initial gtbwGerman studies, representa-
tive also for Polish conditions, proved that alsmperature conditions in the sum-
mer season are important, with mean daily temperathiove 1&, at an adequate
water supply (Marlandest al. 2006). In this context, results of analyses cotetlic
nationwide seem to confirm the above mentioned rildgrece. Regression analyses
showed a relationship of yields with mean tempeesgtin May and July, as well as
with precipitation in April and May. Although higlemperatures in July were cor-
related with lower yields, their quality could haween higher. The negative partial
correlation of precipitation in April and yield dbeets could have been manifested
as related with the delayed sowing date, whergasitive correlation of yield with
precipitation in May confirms the above mentionbdsis on the importance of
water supply for the initial vegetation of beets & result of analyses including
temperatures and precipitation in terms of seasangtions were formulated indi-
cating rather the importance of summer precipitaggignificant partial depend-
ence) and temperatures in spring (significant teplendence).

A review of the situation in relation of yields ofops in Poland and the
course of weather conditions, presented in thigpahows that in the past crop
production in our country was highly sensitive itreme weather conditions. No
agriculture worldwide is resistant to such situagiohowever, it may be assumed
that in the past many of possible counteractionsmes were not applied.

An attempt to present statistically the dependaficeeather conditions-yield
in many cases did not confirm the dependences whilobserve at the level of
precise experimental data. This is understandaitese both values of mean
yields and mean meteorological parameters camedrtarge number of complex
configurations and relationships, arranged spgtiaer the territory of Poland.
However, in studies concerning this problem ittressed that modelling of the
weather-yield relationship should consider the @ted marketable yield and not
the yield of biomassMcKeownet at.2006) — in character data used in this study
are approximately marketable yields. Moreover ,istias of this type show that,
in view of such a large approximation of resultspendences of crop yields on
weather conditions are found in Poland; howevey tire not sufficiently evident
to draw conclusions on their basis on the futur fanecast yields in the context
of expected climate change. Similar studies corgtlon the basis of historical
data in California, USA, showed that under thoseddmns as much as 50%
variation in yields in that region is explained tmgan temperatures of 2 months
of the vegetation period, while 70% — by three memmthly temperatures (Lo-
bell et al 2007). For Polish conditions, in order to ford¢oaslds it is necessary
to use mathematical models created on the basisood precise methods (Dra-
ganskaet al. 2004, Dragaska and Szwejkowski 2004).
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CONCLUSIONS

1. A search for trends in yielding of crops in the tirahnual period of 1966-
2005 using statistical methods showed that they weanifested mainly in the form
of linear and polynomial functions in all investiga crops except for potatoes.

2. Results of regression analyses of weather-yieltidiieders calculated from
eguations of trends) make it possible to stategiiat of variables, being mean tem-
peratures of individual months of the year, in ezade yielded statistically significant
equations. Almost all significant variables frone tiroup of total monthly precipita-
tions indicated in the equations negative cor@iatiwith yields of staple cereals.
Moreover, several significant equations were obtiand in these - significant vari-
ables from the group of mean temperatures andpmalpitation of vegetation peri-
ods as well as distinguished seasons were fourmfeals and other analysed crops.
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INTRODUCTION

Mathematical modelling methods are currently thsidogools used to investi-
gate and describe phenomena in agricultural sceff@chnical change and espe-
cially the development of computers and sciensitiftware have resulted in a dy-
namic development of computational methods. It ieen evident since the early
1960's; however, in the last twenty years, thaokthé common access to equip-
ment and first of all extremely rich software, @shattracted attention and had
a marked impact on research results. An importentent in the popularization of
modelling methods is the easy availability of cotational methods guaranteed by
the Internet and existing data bases and virtbedries. Apart from software devel-
oped for well-known methods, novel ones have beeated, which application has
become possible thanks to super fast computatimhp@cessing of huge amounts
of data (Muller 1999, Thornley and France 2007)his context we need to focus
on increasingly precise mathematical methods appbedescribe natural pheno-
mena, the dynamic development of simulation modetsthe common use of sta-
tistical methods (Jame and Cutforth 1996, Rivingtdral 2006, Walpoleet al
2002). The above mentioned facts concern also kmellvn problems of plant
growth, yielding and forecasting as considered uitlanging climate conditions
(Hanseret al 1994, Richardson 1985, Thornton 1990).

The problem of the effect of a changing climateagriculture has had a sig-
nificant effect on the development of research¢esimethodology has been de-
veloped, at present being a standard used intindagtion and evaluation of agri-
cultural production under new conditions (Hanséml 1994, Kuchar 2004, Se-
menov 2006). In accordance with the above mentionetthodology, the primary
simulations determining the effect of climate oogyield are performed using a
crop model (the weather-crop model, crop simulatiorodel), a weather data
generator and information obtained from the clinadtange scenario (Katz 1996,
Mc Carthyet al. 2001, Smith and Pitts 1997). The difference iiatien to the
typical application of crop growth and weather-cropdel consists in the intro-
duction of modified data for calculations, illugtrey future rather than current
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potential values of meteorological variables (Hanseal 1998, Kuchar 2006,
Soltaniet al 2000). Such simulations may be presented acaptdischema 1.

Climatology characteristics of regior1 Climate change scenario

1 1

| Weather generator |

i

| Synthetic meteorological data |

| Weather-crop model |

!

| Evaluation of crop production (yield, productioski |

!

Decision support system for adaptation options
(change of crops, cultivars, zonation, nutrient agggment,
tillage system, agricultural systems, irrigatioragtgy)

Schema 1. Simulation of crop production for futdiienate

Information at the output of the computational Blée the basis for decision
support concerning future selection of cultivarsl @pecies, zonation of crops,
selection of tillage systems as well as fertiliaatand irrigation systems (Hansen
et al 1994, Jame and Cutforth 1996).

Despite the known and described procedures, thiktexsst basic problems con-
nected with the selection of a weater-crop modehther generator and accuracy of
determination of a climate change scenario (Barmaad Hoogenboom 2008,
Houghtonet al. 2001, Srikanthan and Mc Mahon 2001, Thornley aaddée 2007).

CROP YIELDING MODELS
Crop models division

Crop growth models or weather-crop models may b&led in various ways
and these divisions depend on the adopted crit€hia.most commonly applied
division is that based on the used mathematicahodst From this point of view
models are divided into deterministic and statitinodels.

Deterministic methods are based on the physicarigéen of crop growth with
the use of mathematical apparatus (from simpletifmdependencies to complicated
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partial differential equations). Among determirsinethods predominant methods
are those, which interpretation is closely conrieetéh the physiological develop-
ment of plants and the soil-atmosphere-crop inieracthus these methods are re-
ferred to as simulation methods (Hanseal. 2002, Thornley and France 2007).

Statistical methods are based on the mathematsairigition of a phenome-
non, most frequently — in contrast to deterministiethods — they contain a ran-
dom element. These methods significantly utilizebaibility distributions of ran-
dom variables and facilitate testing of statistiogpotheses (Dowdgt al 2004,
Walpole 2002).

The selection of a model may be performed accortbngany criteria and
correspond to the application of a model. Tablerdsgnts basic properties of
simulation and statistical models, which are usesklect or construct a method.

Table 1. Primary characteristics of models fadiiig appropriate selection of a method depending
on destination

Type of model

Characteristics and properties of the model

Simulation Statistical
1. costs of collecting data for the model small high
2. model fitting possibility medium high
3. problems with model calibration/estimation big slight
4. use of large numbers of parameters exists limited
5. comprehensiveness of model high limited
6. verification of model arduous arduous
7. potential of model interpretation high limited
8. limitations due to introduction of new culig slight very high
9. chance to hypothesis testing none exists
10. applications resulting from model construction high limited
11. application to investigate effects of climate chang wide wide
12. required mathematlcal kno.wledge small medium
13. potent_lal for unassisted model limited high
construction _ _
high high
14. availability of modis ) )
high high
15. availability of software ) .
high very high
16. time outlays of investigating climate chanffeats .
excellent limited

17. educabnal purposes
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Selection of type of model assessing climate change

Assuming that a given model already exists, it sn properly developed,
model calibration has been performed or parametgémation has been con-
ducted based on existing data, properties may bsidered, facilitating an evalu-
ation of its suitability for the assessment of @i change. In this case a crucial
characteristic is the outlay of time for simulason due to the complexity of the
description and automation of computations andwso#, these outlays are
smaller in case of simulation models.

The complexity of a simulation model makes it giessible to calculate oth-
er, side effects, such as e.g. the rate of deplaifowater reserves or nitrogen
utilization rate. In turn, statistical models madassible calculations with a small-
er error and they are more user-friendly (Hanseral 1994, Thornton 1990,
Thornley and France 2007).

A comparison of the application of statistical anaulation models in Poland
and worldwide in the last ten years (Tab. 2) ingisathat in Poland statistical
models are predominantly used, whereas in the wbmdhs simulation models
that are used more commonly. Also many more studige been devoted to ana-
lyze the effect of climate change on yielding ofas. The fact of the common
use of simulation models worldwide (especiallytie ¥Vest) is mainly connected
with the lower costs of simulation. In contrastPaland a considerable limitation
for the application of simulation methods is cortedavith model calibration and
the related need to conduct highly specialized glgieriments.

Table 2 indicates also a very limited interest limate change in Poland in
the context of crop yielding. In this case it ma&ydssumed that the knowledge on
state-of-the-art methods of generating meteorotdglata is still too small, at the
simultaneous difficulties with extrapolation basedtrends.

Table 2.Percentage distribution of publications concerrimgapplication of simulation and statis-
tical methods used to determine growth of cropsh(simple applications) and applied to determine
the effect of climate change on yielding in Poland worldwide

Models
Methodology — - -
Statistical Simulation

crop models and applications ~90% 5%

Poland
effect of climate change on yielding 5% <1%

crop models and applications 15% 60%

World

effect of climate change on yielding 5% 20%
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METHODS OF GENERATING METEOROLOGICAL DATA

Methods to generate meteorological data are anesietinking methods of
modelling crop growth and yield in case of longateiorecasts. This is done be-
cause of the fact that in case of such long fotedasme periods (30 years and
more) extrapolation methods based on assumed tppee to be useless (Dow-
dy et al 2004, Walpoleet al. 2002). A lack of certainty on the course of trend
and resulting very wide interval forecasts haveugha about the development of
novel methods, which have eliminated drawbackdasfsical methods.

Construction of data generation model

The first, commonly applied generator of meteormlalgdata for the needs of
agricultural models was the WGEN model (Richard4885, Richardson and
Wright 1984), developed by Richardson for the areénited States. This model
constituted the basis for further numerous elabmratand adaptations for local
needs. Many modifications of the model have beeated, in which it was at-
tempted to eliminate drawbacks of that method (@lasand Stoekle 2001, Han-
senet al. 1994, Hayhoe 2000, Kuchar, 2004).

In case of the most frequently used methods, gdaeraf data consists in the
formation of a sequence of daily observations darsaccumulated) radiation
(SR), minimum (Tmin) and maximum temperatures (T)rvand precipitation (P)
— consistent with the climatic characteristics loé tocation, for which they are
preparedRichardson and Wright 1984, Hayhoe 1998). Thusttagacteristics of
the distribution of random meteorological variables. such values of means,
variances, correlations and autocorrelations detewnin different time periods
lyear, vegetation period, season of the year, mMaatloulated for generated data,
approximate respective values calculated for olesbdata (Bruhret al. 1980,
Richardson and Wright 1984).

The WGEN model, commonly applied to generate ddéta, as well as its
numerous versions, is composed of two blocks: taemand the energy-thermal
one. In the water block, using primary Markov clsaithe status of the current
day is determined (day with precipitation/withoutgipitation) and values of
precipitation are generated using a two-parametarnga distributior (a,). In
turn, in the energy-thermal block for a specifatgs of a day accumulated (solar)
radiation and temperatures are generated usingexaezed linear model (Bruhn
et al 1980, Hansest al 1994, Huntet al. 1998).

Generation of values of solar (accumulated) razha¢SR), minimum tempera-
tures (Tmin) and maximum temperatures (Tmax) as ageprecipitation (P) begins
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on January 1. In the first step two numbers froen[h1] interval are generated ac-
cording to the uniform distribution, which in connigan to empirical probabilities of
precipitation for the current and the previous detgrmine its status.

In case of the determination of a day with preaipoin its amount is
generated according to the gamma distribufi¢m,3) with parameters estimated
based on the sample for the i-th day of the yedr raaxt daily values of solar
radiation (SR), maximum (Tmax) and minimum tempared (Tmin) are
generated based on the linear model.

After a sequence of observations is formed for dgnil, a number from the [0,1]
interval is again generated, the probability of @y dvith precipitation/without
precipitation is generated under the conditiorheffirevious day, the day is classified
(with precipitation/without precipitation) and trgeneration procedure described
above is repeated. The process is completed dagihgay of the year, when the pre-
declared number of created years of observatigyenerated (Hansest al 1994,
Wilks and Wilby 1999).

Evaluation of existing models

The first models of data generation estimated wellery well (in accordance
with theoretical distributions) mean monthly valuels accumulated radiation,
temperatures, precipitation totals and variancesadiation and temperatures. In
turn, they did poorly in case of variances of ppéation, extreme precipitation
and correlations between variables of the energgathl block (Kuchar 2004,
Hayhoe 1998).

Currently these drawbacks have been to a consigedsgree eliminated.
Hansonet al. (Hansonet al. 2002), when improving the model, included seaso-
nality and the spatial dependence of the correldiipintroducing a function with
sections of the constant in monthly periods. Alse transition probability and
parameters of distribution of random variables refcjpitation (originally approx-
imated with constants in monthly or biweekly pespevere replaced by Hansen
et al. with a continuous function with linear seo (a broken function) (Hansen
et al. 1994). In the WGENK model (Kuchar 2004) dailywed of cross, lag and
lag-cross type correlations of the energy-therniatly values of transition prob-
ability and parametea of distribution of random variables of precipitatil”
were approximated using a trigonometric polynomiapresenting seasonal
changes in the "smooth" manner (Kuchar 2004). laddpntly, in order to pro-
vide a better representation of variances of pitipn totals by the model, for
each month in the year coefficienis(k= 1,2,...,12) were introduced, scaling the
course of distributio” in each day t @ t < 365), (Kuchar 2006). It seems that
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currently the only drawback of WGEN models is thaimtenance of the climatic
structure of precipitation sequences (the appboatif primary Markov chains in
the model consciously neglects this postulatejvds attempted to remove this
drawback in other constructions, which leads tofthheation of generators based
on another philosophy, non-parametric estimatioth problems with estimation
of parameters (Schoof and Pryor 2008, Semenov 2Mil&s and Wilby 1999).
Taking into consideration the potential applicatmfnmodels based on Richard-
son structures and their advancement in the deéiseripf the process, it needs to
be considered that they are currently the best lng@merating weather data.

Data required for generation

The WGEN model requires climatic information in fioeem of mean monthly
values and standard deviations of accumulatedtradjanaximum and minimum
temperatures with the division into wet and drygéis division is not required
for minimum temperatures). Moreover, the requiradameters are monthly val-
ues of precipitation totals, the number of day$wgitecipitation, values of para-
metera of distributionl (a,B) (parametef is estimated based on the mean and
variance) and probability P(D/W) of observationeotlay without precipitation
under the condition that the previous day was awid#ly precipitation (Richard-
son 1985, Richardson and Wright 1984). On the bafsthe described climatic
characteristics the model approximates valuesdoh eay in the year, using them
directly for generation. It is assumed that thecdbed collective characteristics
may best be formed based on the 20-year sequehdasyoobservations.

Basic applications of weather generators

In literature published worldwide a series of apgiions has been given for
synthetic weather data in agricultural scienceseifThrst, basic and common
application was to simulate changes in yield ofibasop species as a result of
human economic activity or expected climate chaRgsults of computations are
used to determine profitability of production, faete forecasting of yields and
support decision-making in such areas as crop mndireeding and selection of
new cultivars, irrigation, changes in tillage tecjues, etc. (Mc Carthyet al.
2001, Thornton 1990). Moreover, novel applicatibase been introduced, such
as studies on profitability of dehydration industmpder new environmental
conditions, changes in water balance, forecastirspibdroughts or the incidence
of diseases and pests (Houghatral. 2001, Kuchar and Bac 2001, Muller 1999,
Zanget al. 2004).
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CLIMATE CHANGE SCENARIOS

Information on forecasted climate changes is a sty element for the si-
mulation of effects of climate change.

Climate changes are investigated using mathematiodels describing in a
comprehensive way the climate of the planet Ea@lolfal Climate Model or
General Circulation Models — GCM /both have an fideh abbreviation/). Fore-
casts, commonly referred to as climate scenargmjmae a certain industrial and
economic development of the world, based on whiehincidence of changes in
basic climate characteristics is forecasted. Adogrdo the assumed hypotheses
external factors (the amount of solar radiatiorciggg Earth) or internal factors
(human activity, natural factors) are responsilpledimate change. The impor-
tance and significance of the above mentioned fadir climate change have
been extensively discussed and there is no cornsemsuheir effect or role
(Houghtonet al 2001, Kittelet al. 1998, Mc Carthyet al 2001).

Despite different opinions on the situation and &pplied methods determining
climate change on Earth, it is accepted that adesysative factor is connected
with changes in the amount (concentration) of cardioxide in the atmosphere.
Currently numerous models describing climate chargeused, of which the best
known are GISS, GFDL, CGCM, HDCM and ECHAM (Houghtet al. 2001,
Kittel et al 1998).

Forecasted changes for Poland

Despite differences concerning forecasted climdu@nge there are several
accepted opinions. Particularly, in case of Polamdmost scenarios with a
doubled CQ content in the atmosphere it is forecasted thahbyyear 2060 (in
relation to 2000) the following phenomena will tgdace (Kittelet al. 1998, Mc
Carthyet al.2001):

- anincrease in mean air temperature by over 2 degdelsius, while in
the winter season this increase is to amount ta @&, while in the
summer season it will be by almost 2° Celsius;

- anincrease in total annual precipitation by 1@%66; in the winter sea-
son by 15 to 20%, while in the summer season tred & precipitation is
to be reduced by as much as 20%.

In case of precipitation researchers have more anixgnions; however, it is

commonly accepted that precipitation will be unifdy distributed throughout the
year (Tab. 3).
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Table 3.Characteristics of climate change according to GSSC and GFDL scenarios for Central
Europe for a doubled CO2 concentration (changelatioa to 2000)

Change according to the model
GISS CCC GFDL

Winter +2.6°C +2.2C +2.4C

Variable Parameter Period

Mean

Temperature Summer +1.3C +1.8C +2.0C
Standard deviation Year +12% +8% +10%
Mean Winter  +150 +15% +20%
Precipitation Summer 0% -10% —20%
Standard deviation Year +15% +5% +20%

In the presented scenarios forecasts are alsadiedtlan the variation of both
factors: an increase in variance of temperaturés exceed 25%, while that of
precipitation is to be almost 35%. This informatignof particular importance,
since it is equivalent to the occurrence of sesfedays with high fluctuations of
temperatures (e.g. frosts, extreme heat wavesyaatlis particularly dangerous
— after long dry periods, intensive and torrerpiacipitation. Thus an increase in
variance of both factors has a significant effatttloe incidence of extreme val-
ues, i.e. those potentially adverse for agriculture

PREDICTION OF YIELD TAKING INTO CONSIDERATION
A CLIMATE CHANGE SCENARIO

Evaluation of crop yielding and related effectsaa®sult of potential climate
change has been conducted in accordance with treansc presented in the be-
ginning of the paper. The foundation for the présgérprocedure is a yielding
model with parameters obtained for a given areath@rbasis of historical data a
characteristic of climate is prepared for the arethe study, which is next mod-
ified, based on information coming from scenaribslonate change. In the next
step of the procedure weather data are generateidh wepresent a potential
course of weather under new conditions. Followinggestions, the number of
generated years should be high enough to inclufierelit courses of weather —
also these extreme cases. Data provided by theajeneonstitute input data for
the simulation/statistical models of crop yieldis a result of calculations the
number of predictions obtained for yield or a siatetl effect (e.g. the effect of
fertilizer use) is equivalent to the number of weaf previously generated data
(Hansen 1994, Kuchar 2004, Muller 1999, Wilks 1992)
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The procedure is completed with the analysis afli€swvhich may be conducted
in many ways. The construction of probability disition of random variables is
very useful (if possible), thanks to which we mayain complete information on the
investigated variables, including also criticalued, quantiles of distributions and
estimation of risk probability (Dowdst al 2004, Walpolet al 2002).

CONCLUSIONS

1. Simulation and statistical methods of modellingpcgoowth and yield are
two equivalent ways to describe a phenomenon. Amaratdge of the former over
the latter may be manifested at the moment of déteation of precise criteria for
the selection of a model.

2. In Poland in studies on crop growth and weathep-statistical methods
predominate, although there is a need to applylaton models.

3. Methods of modelling crop growth and yielding usgenerated data are
the most effective ways to determine effects ohatie change.
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INTRODUCTION

Farming systems and agricultural production teaesgare developed on the
basis of numerous factors among which climatic d¢@ms play one of the major
roles. Progressing changes of climate will createaldsolutely new situation in
agriculture and they mean both an immense oppdytand risks unknown so far
(Bombik et al. 1997, Nowicki and Szwejkowski 2008). As a consegee in the
nearest future, agriculture will evolve adjustimgthe changing climate (Reddy
and Hodges 2000).

The cause of the global climate warming — incréasthe concentration of
carbon dioxide in the atmosphere — should incrgmeductivity of ecosystems
and, as a consequence, the level of cultivatedsoyimgdds McKeownet al., 2006,
Morison 1995, Reddy and Hodges 2000, Southwetthl. 2000). On the other
hand, however, the increase in temperature wittdagled with changes in other
components of the weather, frequently poorly predlie, such as for example the
spatial and time distribution of precipitations, igfhdoes not offer the absolute
certainty as concerns the final effect of the pesging process in agriculture
(Climate Change 2007).

As changes in the farming systems cannot be aathiggen day to day, it is
necessary to undertake actions in advance on this o projected climate
changes as well as the probable scenarios of tiueefuveather systems (Wil-
banks 2003).

To make appropriate climate projections for theufeit material illustrating
the current development of conditions should béectdd because every expected
change will represent evolution of the situaticonirthe past (Wolf and van Oijen
2002, Dragaska and Szwejkowski 2004, Szwejkowsdtial 2007). Numerous
research centres deal with forecasting climate gbsinthe specifications from
those activities are reflected in the periodic repby the IPCC (Climate change,
2007). Based on the options of scenarios presentdte last, IV Report by the
IPCC (International Panel For Climate Changes),aareonly get the impression
concerning the scale of the future warming projdig the experts. Considering
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that in general it is very difficult to design aagbglobal climatic model, this type
of estimation is valuable. On the other hand, i@ purpose of charting the pros-
pects for agriculture, it would be good to know ooty what the prospects for the
climate change are, but also what the weather wbeltike in several years or
some decades (Smith and Pitts 1997)

In this chapter of the monographic study the cohoépsing the scenarios
of climate changes created as a result of workliomatc models was employed
for generating weather data using the weather rsoffichardson 1985). As
a result of conducted analyses a statistically giotdbimage of the situation in the
perspective of the middle of the current centurg feamed. After performance of
that task and considering further works on deteimginhe scenarios of changes
that, among others, Polish agriculture will be facas a result of the expected
global warming, an assessment of the future agull climate of Poland was
carried out. On the basis of the data from thadésssent and estimations of the
dependence between the yields of the major spetiesps and weather devel-
opment, the influence of numerous possible weatheiants on the yields of
those crops was determined with the perspectihafyear 2050, assuming the
main direction of the climate change.

MATERIAL AND METHODOLOGY

Weather data generated for the lowland areas @dbr the year 2050 us-
ing the WGENK model (Kuchar 2004, 2005) formed bassis for the analysis
conducted. Basic characteristics of the climateioktd on the basis of the data
recorded at meteorological stations evenly spraeslighout the country during
the period of 1958-2005 were used as the inputnaater the generator.

The assumed climatic forecast on the basis of wtliehweather data was
generated in linked to scenario A1l according todPEpecial Report on Emis-
sions Scenarios (SRES, 2000) and computations oratleat basis using models.
Climatic characteristics that formed the patteirsgeneration of future weather
scenarios by the weather data generator consistddta covering the sums of
total day radiation (SR), minimum temperatur@s;J, maximum temperatures
(Tmay and the sum of day precipitations (P). The weaatheecast, similar to the
approximation of the weather data, involved germegatalues for each day of the
year according to the principles described by Ku¢BA05). As a result of gen-
erator operation, 300 scenarios of year weatheeldpment were obtained for
each of the 15 locations (the cases consideredveme reproduced on the basis
of weather mechanisms functioning at a given puwiitlh all possible deviations
from the standards assumed) that could appearcaaseequence of the assumed
variant of climate change. On the basis of the ®6@ather variants obtained, the
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characteristics of the possible situations werentdated by applying the criteria
of the minimum, maximum, average and median valoesthe four weather
components computed for the entire year, the végatperiod and the spring
period. Additionally, the duration of vegetatiorripe, of the period of intensive
vegetation with average day temperature exceediff@ and of the summer pe-
riod with temperatures exceeding the thresholdevalul5C was computed. The
data obtained also allowed determining the scopwedther hazards, such as
periods without precipitations exceeding 10 days e number of ground frost
appearance during the vegetation period.

To determine the influence of the future weatherditions on yields of major
crops in Poland the data contained in this mondnjcapork in the component con-
cerning assessment of the correlation betweenrdagtivity of crops in years and
the weather conditions development, and in padictie statistical functions of
weather-yield obtained were used (Szwejkowski £t26109). The day after day
weather data generated for 15 locations for the 3@30 using the WGENK model
were used as the basic variables for the funcbbtained. As the available number
of weather scenarios was 13500 data (15 objec@®»s@enarios), 3 scenarios from
each location were used for computations assuntirgaterage, minimum and
maximum values of year temperatures for the selectiiteria.

RESULTS AND DISCUSSION

Each weather system analysed in this study satisfie common condition of
the average year temperature corresponding toethed Hetermined by the cli-
matic scenario assumed. The same value of theayeaage, as it is known, may
be obtained for highly diversified systems of otiveather elements. The specifi-
cation of the results of analyses presented beleasghe answer to the question
in what systems.

The average year minimum temperature will probatagge from 2.5 to
11.1°C (Tab. 1). The average value of that parametethferarea will be 6°€.
As a consequence, in general terms, both a decasalsan increase of the mini-
mum temperature by 1.1 and °C5 respectively, in relation to the values cur-
rently recorded in the area of Poland is possibiés means in the future both a
significant reduction of those values and the pbdlig of a very high increase in
them. The average maximum temperatures will definiexceed the current
maximum values. In the case of the average fong-term period at 12°2, the
lowest maximum temperature can be higher byQ.a@nd the highest can exceed
the current one by 5’G. At the level of average values of minimum andkima
mum temperatures, the differences between thetisitueharacterising the years
1985-2005 and the prospects for 2050 aréC3far the minimum and 3°6 for
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the maximum. The entire consideration then leadfi@oconclusion that climate
warming will probably take place in a symmetricaywin the system of year
minimum and maximum temperatures. The median vadfigise expected maxi-
mum and maximum temperatures are almost equatiodterage values.

Table 1. Cross-sectional values of meteorological elemerts f300 weather scenarios on year
2050 in Olsztyn area

Values in relation to the variants of predictioh se

Meteorological Values
elements in time scale minimal maximal mverage .
median
value value value
annual values 25 111 6.8 6.4
Minimal temperature Values 91 14.8 119 114
(°C) for growing season
values for the period
March-May 2.2 10.1 6.1 6.0
annual values 14.2 17.2 15.7 15.9
Maximal temperature values _ 21.4 24.8 22.9 21.9
(°c) for growing season
values for the period 11.2 218 16.2 15.4
March- May
annual values 402.6 816.2 582.5 575.2
Totals values 206.3 560.5 3543 3338
of precipitation (mm)_for growing season
values for the period 44.0 216.3 108.1 96.6
March-May
annual values 3478.2 4017.5 3737.2 3773.3
o i} values
Irradiation (MJ nf) for growing season 2698.8 3206.7 2951.8 2997.3
values for the period 5,7 4 494.9 405.6 409.5

March-May

During the vegetation period the minimum tempemtian be higher by from
0.5°C to 6.2C than the current one, while the maximum tempegatecan be
higher by from 2.2 even to 5@ than the current ones. The possible values by
which the current extreme temperatures can be drdet increase during the
vegetation period were at a similar level as fer ¢intire year. The average mini-
mum temperature during the vegetation period veéllhigher by 3.8C, and the
average maximum temperature computed from the gltarated might exceed
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the current maximum average for the period of 12835 by 3.7C. As a conse-
guence, also during the vegetation period simifeanges in extreme temperatures
should be expected in the future as concerns tadires and directions as were
computed for the entire year.

Analysing the distribution of generated average tmé@mperatures, it can be
noticed that the values of minimum temperaturetvélclose to the current ones
(Tab. 2). The number of months with negative averagimum temperature will
decrease by 1 (March), while during the warm sedkenfuture average mini-
mum temperatures will be higher by 2 t*C3 The maximum average tempera-
tures during all months will be positive, and thgighest increase will be proba-
bly manifested during the month of August in therémse by 3°€.

Table 2. Cross-sectional values of meteorological elemerttms f300 weather scenarios on year
2050 in Poland

Minimal Maximal Monthly

Months temperature temperature precipitation Irradiat_izon
(0) () (mm) (MJ )
I -1.2 4.4 37.6 72.4
Il -0.7 6.5 38.8 128.0
1] 1.8 9.8 44.7 248.3
\Y, 55 16.6 48.6 390.9
\Y 10.9 22.8 71.8 578.4
VI 135 24.3 81.1 562.1
\l 15.2 26.2 102.7 589.5
Vil 15.0 26.7 71.2 521.1
IX 11.3 21.1 69.5 311.1
X 7.7 16.4 48.6 204.6
Xl 3.2 8.8 46.4 87.2
Xl -0.5 45 51.2 54.3

The specific spring period is the time that torgdaextent determines the fu-
ture yields of crops. Currently, low temperaturesinng the months of March —
May represent a factor limiting the possibility ahieving high yields of many
stenothermal species (lllustrated guide..., 2001e €kpected warming should
change that situation. The generated data inditete during that period the
minimum temperatures may be slightly lower, by’G,2than currently or higher
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because the minimum for the spring months may resem 10.9C. This is an
immense difference indicating a possibility of grsficant increase in the produc-
tive capacity of plants. The maximum spring tempeemay also be lower by
1.0°C or higher by 2.%. In case of such high temperatures in the splhthe
additional thermal limitations will disappear, atigh, probably, other limitations
will appear and, as a consequence, the increapeoductivity of crops will be
linear (McKeownet al. 2006).

It is obvious that changes in the levels of atmesighprecipitations do not
follow those of the temperature (Tab. 2). For tlegtson, the minimum year pre-
cipitations in the generated variants of weathémgze lower than the current
average by 217.3 mm. The maximum value from theo6800 variants was of
course higher than the current average by as mad®@&3 mm. Achievement of
that level of exceeding the current situation isqiole, as the data generator
based on current regional patterns, at one ofdiver levels of maximum tem-
peratures. In the analysed future (year 2050)% probable that the vegetation
periods will either be much dryer than the currenés, even by 151.7 mm, or
much wetter, by 202.5 mm. The average value of gagameter from 300 vari-
ants generated for 2050 is close to the average Val the period of 1966-2005
in Poland: 582.5 as compared to 619.9 mm. The mysfenumbers representing
the relation between the current and the futuressafrprecipitations during the
spring period of March-May forms a slightly diffetepattern. The average values
of precipitations differ evidently (108.1 and 133xn), while the projections at
the minimum and the maximum levels indicate possidriants that are almost
two times below or almost two times above the aurseims. As a consequence,
the future of the agricultural climate seen frora fherspective of plants supply
with water is not so straightforward as in the caéhe determined changes in
temperature. To a large extent, the current digioh of monthly precipitations
characteristic for the domination of continentaimelte will be established. The
maximum value generated for the month of August thight occur in the year
2050, i.e. 102.7 mm, is worth noticing.

The expected climate changes will be correlatedh witreased possibilities
of solar energy accumulation in the atmospheresatitinge in the activity of the
Sun. That second effect will probably have lestuarice on the changes occur-
ring. As a consequence of the above, the genevegether scenarios indicate a
possibility of lower sums of solar irradiation thdhose recorded currently
(3478.2 MJ rif, as compared to the current average of 3569.4 K)J That situa-
tion occurs during each of the separated periodheofyear and results from the
system of weathers with high sums of intensive ipietions, which will be
linked to increased level of coverage with cloutise monthly sums of irradia-
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tion in the summer (May-August) will be only slightigher, while bigger dif-
ferences will be manifest during the other seasdiise year.

Even the extreme values of the above-analysed muddgical elements, as
can be assumed, will not form a major problem asresequence of high adapta-
tion potential of agricultural systems. For thaagen this analysis was comple-
mented with the appearance of certain harmful nmetegical phenomena such as

ground frost and periods without precipitations twuld be assumed on the basis
of the generated data (Tab. 3).

Table 3. Frequency of the weather harmful phenomena fanifay determined on the basis of 300
weather scenarios for year 2050 in Poland

Values in relation to the variants of predictioh se

Meteorological Values in time
elements scale minimal maximal mean .
median
value value value
values 12 3.1 3
for growing season
Frost day events
values
for the period 0 9 2.4 2
March-May
annual values 0 7 1.9 2.4
e value 6 2.1 2
Non precipitation for growing season
periods over 10 days
values
for the period 0 3 0.9 1
March-May

The data presented in the Table indicate thatémtmimum variant it is pos-
sible that none of such phenomena will appear.niagimum number of ground
frost cases is 12, which means that there migtevesm more of them than indi-
cated by the long-term averages for the area adrf@olAll the cases of ground
frost of the vegetation period will probably appdaring the spring season.

The maximum number of periods without precipitagicexceeding 10 days
may be 7 per year and 6 during the vegetation gpeaianajority of them during the
key spring season, which means that the curremtiatd would be maintained.

The final element of this analysis is the compotatf the expected length of
periods important for vegetation of plants (Tah. e current length of those
specific periods determines the lower agricultysatential of the production
space in certain areas of the country. Thanksddrtbrease of the average tem-
peratures the situation will change. As indicatgdtiite computations, the ex-
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pected minimum value of the length of that pericalyrbe similar to the current
one, but the expected maximum length of that pecimadd mean that the entire
year would become a vegetation period in the loddaof Poland. The average
vegetation period length computed on the basihi®fanalysed weather variants
for 2050 is up to 249 days, that is equivalenth® maximum that currently ap-
pears in Poland.

Table 4. Number of days of meteorological periods deterchioe the basis of 300 weather scenar-
ios for year 2050 in Poland

Values in relation to the variants of predictioh se
Values in time scale

minimal value maximal value  mean value median
Length of growing period,
>5°C 197 365 249 239
Length of intensive growing,
>10°C 150 327 198 182
Length of a summer 86 201 142 132

temperature period, t>16

Exceeding the thermal threshold of average day é¢eatpre at 1 means
the time of intensive vegetation of plants andetsgyth is particularly important
for stenothermal plants. Already at the expectedimmim level that period may
last as much as five months; in maximum case it rmagh almost 11 months per
year. That would open entirely new quality prospdot agricultural production.
At the same time, summer temperatures exceedinddpeaverage of £& can
continue for from 3 to over 6 months.

The above-presented analysis of the basic metepcalofactors gives the
general idea of the future weather conditions ifaRb in about 40 years. The
credibility of that analysis and its accuracy aiffiailt to establish, although
operation of the WGENK generator has been verifieditively on numerous
occasions on the basis of actual data (Kuchar ZRi@hardson 1985). It does not,
as a consequence, represent a kind of a weatlerafirin such a long time per-
spective because even short-term forecasts arb/higteliable. Its scientific, and
partly practical, value is that it presents thelinatof possible weather systems
and, computed on that basis, estimates of dergstgiven in the form of 300
variants.

The next area of analysis encompassed determinafitimee meteorological
conditions influence on the yields of crops in gegspective of the year 2050. In
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that case the mathematical functions discussdukirarlier chapter of this mono-
graphic study were used (Szwejkowskil 2009).

Treating the equations obtained as reliable, andde they are such accord-
ing to the criteria of regression calculus, it vessablished what effects on yields
of crops could appear in slightly over 40 yearsidi(in the year 2050) if the as-
sumed climatic scenario meaning an increase oh#eeage global temperature
by almost 8C (GISS, model E) is fulfilled. The future valuetbg average, after
conversion to local conditions, as shown above, lmmanifest in the form of
numerous variants of weather development duringyéae. Out of those numer-
ous possibilities only one will be fulfilled, althgh today it is not, and in the
more distant future it will not be known which orss a consequence of the
above, also the projected yields of crops in thesgective of the year 2050 can
only be based on numerous weather systems possilt@ugh the use of the
WGENK model allowed obtaining as many as 300 weatheants, the specifi-
cation of projected vyields of crops in the regioaswbased only on the results
representing the extreme, average and median valresdering the equations
with thermal and precipitation variables (Tab. 58% the residual values from
the equations of trends were the independent ‘asab the weather-yield equa-
tions, the numbers presented in those Tables raprése increase or decrease of
crops computed from those equations in relatioth& average yield in 2050,
whatever it is. This specification of results iigaal as there are no bases to con-
sider in the computations the current trends ohgka in the yields in the per-
spective of up to the year 2050 and use them fompeation of absolute values
of the yields.

The average value of the difference in the yieldvafter rye determined by
the future thermal conditions was ca. 6 t'i{@ab. 5). This means that such a
drastic change in the climate as is expected csuitrim a large deviation of the
yield from the level determined in the future by thon-weather factors and as a
consequence of a significant increase in the ya¢lthat cereal. Considering the
least favourable weather conditions that resulihfabtaining the lowest value of
deviation from the regression equation, it cany@eeted that even then the yield
would increase by 1.48 t haA much larger increase of the yield, reaching as
much as 10.57 t Hacould be expected under the most favourable thiecondi-
tions. Considering the current average yields ef and in particular the expected
increase in 2050 resulting from technological depalent, it seems that the re-
gression equation obtained for that crop with pgréition of thermal variables
overstates the yield-forming influence of the weatstrongly.

Further computations showed that the increaseeanyibld of winter wheat
under the influence of the future weather systemddcbe lower than those of
rye. The possible average yield surplus aboverdmaltvalue can be slightly over
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4.54 tons of grain per hectare. The least favoeral@ather conditions can offer
the surplus of just 0.86 t hiand the most favourable ones - of 8.26t ha

Table 5. Selected expected differences of yields, accgrthnmean values, gained in respect to 300
possible variants of weather conditions in yea2@5the range of mean monthly temperatureshtt

Values in relation to the variants of predictioh se

Species of plant

minimal value maximal value mean value median

Winter rye 1.48 10.57 6.06 6.07
Winter wheat 0.86 8.26 4.54 4.67
Spring barley 0.43 12.28 6.31 6.52
Oats -1.05 5.97 2.62 2.58
Maize 3.13 8.63 6.26 6.05
Winter rape -0.42 8.18 4.16 4.35

-40.01 45.67 3.11 2.01

Sugar beets

The distribution of possible differences in theuhet yields of spring barley is
similar to that in the case of rye. In this casetmallest expected increases in the
yield above the value resulting from the trend magch 0.43 t Hawhile the
highest ones can reach 12.28 t hahich causes that despite the statistical sig-
nificance the regression equation used for comjamsitcauses evident overesti-
mation. In the case of oats both a decrease ofiéhe relative to the trend value
and a surplus caused by the distribution of aipratures can appeatr.

Stenothermal maize represents hope for improvemktiie fodder base in
Poland in the situation of climate change. It isrfd out that the increase of tem-
perature in one of the possible year distributiattggns can mean an increase in
the grain yield by from 3.13 to 8.63 tha'hese values are similar to those for the
basic cereals, although in this case the overestmarobably does not occur
because those values are relatively lower tharatteeage yields of maize than
was the case for rye or barley.

Winter rape is the crop that can fail during yeaith severe and unfavour-
able development during the winter. It is found that the weather, under condi-
tions of the nearing warming, does not always haveean a mild winter. Under
such circumstances the yields can decrease byt Bi@2(in the regression equa-
tion the winter temperature — for January, andraattemperature — for October)
is one of the variables. Nevertheless, in genglabal warming will result in
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warmer winters and, as a consequence, under faMeungather the rape yields
can be higher than the estimated trend values by 46 t ha.

Thermal conditions in the future can have a reddyivarge influence on the
yields of root crops. In the case of sugar beetythkel of roots can decrease by
40.1t hd or increase by 45.67 t haThis means, even at the current level of the
yields, a value higher by 100%.

Table 6. Selected expected differences of yields, accortbnmean values, gained in respect to 300
possible variants of weather conditions in yeal02@5the range of total monthly precipitation t(ime)

Values in relation to the variants of prediction se
minimal maximal

Species of plant

value value mean value median
Winter rye -10.92 3.67 -0.12 1.33
Winter wheat —49.76 6.72 -10.23 -5.92
Spring barley —-40.28 7.20 -5.40 -3.36
Oats -1.46 22.08 5.38 3.19
Maize 2.89 68.82 20.50 16.74
Winter rape —7.79 17.57 1.15 -0.48
Sugar beets —-41.24 231.22 24.02 4.04

Application of regression equations considering filtare yields of crops in
Poland conditioned by variable precipitations dgrindividual months (Tab. 6)
caused that the minimum values of deviations frbettend obtained exceeded
significantly or were close to the expected lev#lyields in the year 2050. As a
consequence, those equations have minimum predicatiue even considering
all the limitations that should be considered whigplying statistical models.
Dismissing the circumstance that the obtainedssitzéi models are imprecise,
they have one common characteristic — they inditta¢efact that precipitation
conditions in the future may limit the yields ofsbacrops cultivated in Poland
significantly.

The next two Tables 7 and 8 show the possible ppattaf yields computed on
the basis of thermal and precipitation variablesoated for the vegetation pe-
riod and individual seasons used in the regressmmtions. In the first case,
statistically significant models were obtained ofdy the basic cereals, excluding
rye. The vast majority of data indicates possilderdases of yields as compared
to the values resulting from the trends. In theecaf spring barley the model
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used, even in the extremely favourable, as shaelassumed, case shows that the
yields in the future will be suffering from negatiinfluence of the weather condi-
tions. Similarly, negative average values computsidg thermal and precipita-
tion variables were obtained from analysis of thasenal models. Also in this
case the scale of indicated decreases in yielgxtieme weather cases, which
anyway are possible, is such that although theystatstically significant it is
hard to consider them as the appropriate toolsredigtion for the yields in the
year 2050.

Table 7. Selected expected differences of yields, accgrtirean values, gained in respect to 300
possible variants of weather conditions in year® @3 the range of temperature and total precipita-
tion in growing season (in t H

Values in relation to the variants of predictioh se

Species of plant

minimal value maximal value mean value median
Winter rye — — — —
Winter wheat -38.67 2.77 -30.25 -31.25
Spring barley -11.56 -2.12 -7.25 -6.52
Oats —7.78 1.79 -3.31 -3.47
Maize — — — —
Winter rape — — — —

Sugar beets — — — —

In cases such as that, described statistical mgii@ysa perfect role as op-
posed to the deterministic models. In this mondgiapork Kuchar writes about
the character of the models used for projectingriseiral phenomena, and the
situation described here confirms all his conclosidespite objections, attempts
at estimating the influence of climate changeshanytields of crops are under-
taken as they are a consequence of the need feideoimg the levels of the fu-
ture agricultural production in long-term strategiconomic planning. As is the
case of all estimations, the results of projectiease many ambiguities, although
it is hard to negate the need for working on them.

Considering the imperfection of the method choseriew of the fact that as
for today far better methods do not exist, it carcbncluded in general terms that
the prospects for cultivation of major crops un@elish conditions, assuming
climate changes, means that weather conditionsedpoth particularly favour-
able and patrticularly unfavourable for them. It gldobe highlighted, as a conse-



75

quence, that the possibility could not be excluthed those changes can even be
dramatic from the perspective of the future ecomosgstems.

Table 8. Selected expected differences of yields, accgrtirmean values, gained in respect to 300
possible variants of weather conditions in year® @3 the range of temperature and total precipita-
tion in seasons (in t A

) Values in relation to the variants of predictioh se
Species of plant

minimal value  maximal value mean value median
Winter rye — — — —
Winter wheat -27.03 8.19 —2.46 1.35
Spring barley -23.72 0.97 -5.74 -2.81
Oats -37.07 0.96 -11.21 —7.41
Maize —45.85 18.63 -1.25 3.40
Winter rape -12.40 8.73 -8.36 -9.38
Sugar beets -111.60 -48.19 —74.52 —75.81

CONCLUSIONS

1. Climate warming in 2050, assumed according to saerfsl (IPCC),
can translate into a highly diversified patterrday thermal conditions in Poland,
which was shown by the set of data generated uki@gNVGENK model. The
lowest obtained value of the minimum temperature 2:&C, the highest 11°C
(the average at lowlands in Poland); the first mnlwer than the current aver-
age. The corresponding values for the maximum teatpees were 9.1 and
14.8C.

2. The average minimum temperature of the vegetatieriogp can be
higher than the current one by 6 and the future maximum temperature of that
period can be higher from the current average BC3.

3. Data generated for the spring period (March-Mayvshthat the mini-
mum temperatures can be slightly lower (by°0)2than the current ones, or
higher than the current ones, while the averagenmim for the spring months
can reach even 10@. The maximum temperature of the spring can aistower
by 1.0°C or higher by 2.%&.

4. The minimum year precipitations according to thexegated weather
scenarios were lower than the current long-ternramee by 217.3 mm. The



76

maximum value from the set of 300 options provduii@usly, higher than the
earlier mentioned average by as much as 196.3 mm.

5. In the analysed future, the vegetation periodskmaeither significantly
dryer than the current ones, even by 151.7 mm,aemoist by 202.5 mm. The
system of numbers representing the relation betweercurrent and the future
values of sums of precipitations during the sppegod of March to May devel-
oped in a similar way.

6. The maximum number of expected ground frost daysiduhe vegeta-
tion period (average in Poland) is 9 and all ohtheill probably take place dur-
ing the spring period. The largest number of periadthout precipitations ex-
ceeding 10 days can be 7 cases per year and @dbérvegetation period, and a
majority of them will appear during the spring joeki

7. According to the analyses performed, the expechexitast vegetation
periods can cover fewer days than the current ameige the expected maximum
lengths of that period might mean year-round veieta

8. The diversity of weather variants in 2050, in tterni of average
monthly temperatures, creates the perspectivepdaapnce of the largest diversi-
ties in the yields of spring barley and rye. Thalgses also showed that in the
case of sugar beet in the minimum variant the \wappear representing a possi-
ble dramatically low level of the future yield dfat crop.

9. In the case of analysis considering the possibl@mnts of precipitation
conditions formed by the expected climate chantjegas established that the
most favourable prospects formed for the cultivatid maize, and in the case of
the other crops they were not straightforward -view of the multiplicity of
probable variants of distributions of precipitasaduring the year the appearance
of highly favourable as well as extremely unfavdleaconditions is equally
probable.

10. The results of analyses obtained should resulefleation as concerns
formulation of forecasts for the future considerthg consequences of progress-
ing climate warming as it is found out that assugriine specific result of tem-
perature increase forecast we must expect thaeansthe probability of devel-
opment of very many weather scenarios becausep@ssed to climatic indica-
tors, it is impossible to forecast it preciselittie distant time perspective.
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INTRODUCTION

In Poland progressing climate changes cause sgased frequency and extreme
character of weather phenomena, exhibiting an adwffect on agriculture, particu-
larly in early spring and summer. Until the 198fF'g periods were observed most
frequently at the turn of March and April, May alhuhe, and September and October,
while in the last 20 years it has also been instimamer (July-August), becoming
increasingly longer and more intensive (Atlas 990, Atlas ... 2001). At the same
time a change has been found in the structurendfuse resulting in changes in the
components in the thermal balance of active surfacst frequently from evapora-
tion to radiation, which results, among other thinfjom the expansion of cities,
roads, industrial plants and warehouses. This ibotds to local and regional
changes in energy and matter cycled in the agni@litandscape, often stimulating
the incidence of atmospheric phenomena adversdati production (Kdziora
1996). As a consequence relationships betweenyertbegmal and water balances in
the geographical landscape also change. Wintemrieemcreasing warm (especially
in January) and sunny, while particularly in Decermdnd January they are characte-
rized by a shorter deposition of snow cover andiésreasing thickness (Atlas ...
2001, Atlas... 2004). Trends in changes observedriter on the one hand contribute
to the accumulation of water in winter and on ttieeohand cause increased evapora-
tion from topsoil and reduced winter water reseriressoil (Kazminski 2002,
Kozminski and Michalska 2005).

In atlases prepared at the Department of Metegyodmd Climatology of the
Agricultural University in Szczecin (1990, 1995020and 2004) the time and spatial
distribution and probability of incidence were assel for over twenty atmospheric
phenomena with an adverse effect on agricultureedlsas soil moisture content, and
next the level of climatic risk for yields of stagtrops in Poland was determined.

This study presents a reduction of yields of ceygsto minimum air temperature
at the absence of snow cover or its thickness ipam, atmospheric thaws, exces-
sive thickness of snow cover, delayed spring refompf vegetation, deficiency or
excess of precipitation, as well as frosts, hail extreme moisture content.
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MATERIAL AND METHODS

The study was based on daily, 10-day and mongagrds of weather data from
approx. 70 stations of the Institute of Meteorolegyl Water Management (IMGW)
as well as agriphenological data from approx. G@calyural testing stations of CO-
BORU, together with materials from the CentraliStigal Office and the PZU insur-
ance company for the basic period of 1971-1995eMetogical materials included
actual insolation, mean and extreme air tempematuoen 200 and 5 cm above the
ground level, total precipitation, the height obancover and atmospheric phenome-
na such as frost and hail. In turn, agriphenoldgieta concerned dates of most im-
portant phenophases of 12 crops and their yieldseder, information was used on
moisture content of topsoil (excessive and inseffit} under winter crops and pota-
toes, reported every 10 days from March to Octdlyefield correspondents of the
IMGW in the period 1964-1998.

Using single and multiple regression, potentialiotidn of yield was determined

for the analyzed plant due to the adverse meteagioalofactor in comparison to

the multi-annual mean value for a given COBORUatadr province (Czarnecka

1997, 1998, 2004, 2005, Kminski and Michalska 1998, 1999, 2000 a,b; 2002,

2005 a,b). Next the frequency of incidence wasrdeted for individual adverse

climate elements and atmospheric phenomena thratutif@country.

Under climatic conditions of Poland a potentiak#t for crops is posed by the
following factors and atmospheric phenomena ingieods.
A. Plant wintering period:
e Adverse weather in the autumn during frost hardgoinwinter crops,
« Incidence of subzero temperature (5 cm above gloanthe absence of
snow cover or its thickness of less than 5 cm,
e Strong and chilly winds at the absence of snow rcovats insufficient
thickness,
* Thermally severe and snowy winters,
* Long-term snow cover,
e Thawing weather and soil thaws,
e Snow cover at above-zero temperature of topsoil,
* Vertical soil movements,
* |ce cover,
* Violent snow melt.
B. Vegetation period:
» Delayed beginning of the following periods: econoif®3C), vegetation
(>5°C), active plant growth (>£CQ) and ripening (>1%&).
* Excessive shortening of vegetation and active gjemwth periods,
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Deficient winter water reserves in soil in a lagéup to 50 cm deep,
Frosts,

Insufficient insolation,

Insufficient solar radiation,

Insufficient accumulated heat,

Changes in heat balance of active surface as laoésbhanges in land use,
Deficiency and excess of precipitation,

Atmospheric and soil droughts,

Deficit in climatic water balance,

Hail,

Atmospheric storms,

Strong winds,

Rotary storms, hurricanes,

Adverse climate changes,

Floods,

Insufficient and excessive soil moisture content.

ANALYSIS OF RESULTS
Climatic risk for plant wintering in Poland

Yielding stability of winter crops is primarily d&imined by their winter sur-
vival, which depends on the biological resistantcplants and site conditions, but
also to a considerable extent on the course ofhseat the autumn, winter and
early spring periods (Czarnecka 1998, CzarneckeRasdka 2001, Czarnecka and
Kalbarczyk 2002, 2004). In Poland most cultivatpegcses usually winter well,
since losses in their crops most frequently doexaeed 5% cropping area, while
for rye and wheat it is as little as 2% (Fig. 1).

Typically the biggest damage in rye crops of &% are recorded in the Ma-
zury Lake District, in wheat of over 2.5% — southstern Poland, triticale damage
of over 3% — central Poland, while damage of reden of over 2% is observed in
central and south-western regions of Poland (Atla®001). In contrast to the
above mentioned species, a significant economicl@mois poor winter survival of
barley and rape. The biggest risk of poor wintevisal of barley (except for east-
ern regions of the country, where its cultivatisigast reliable) is found for central
Poland, where mean damage amounts to over 8% ogppea and damage of over
10% is recorded on average every five years. Horyélve most threatened crop is
rape, since almost over the entire area of thetopmmean winter losses are esti-
mated to be over 10%, while in the central-eagtarhit is even over 20% (Fig. 2).
Winter losses exceeding 30% cropping area are wdxbém Poland with a frequen-
cy of 10 to 30%.
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Fig. 1. Mean winter losses in Poland (%) in cropping af,rwheat, barley and rape in the years
1976-2004

Very high variability of weather,
characteristic of our climate especially
in the colder seasons of the year, result
in a situation when wintering is of
a typically random nature. In extremely
adverse years losses may be even 4-10
times higher than average and not only
in cropping of less winter hardy spe-
cies such as barley and rape, but also in
crops of less sensitive species, i.e. rye
h) and wheat. As it results from Fig. 1,

winter losses in barley and in rape are
W% at times disasters in character, resulting
Fig. 2. Mean winter losses (%) in cropping ofIn plantations being ploughed and I?e-
rape. Years 1976-1998 sown. Moreover, areas of poorest win-
ter survival may during individual
winters be completely opposite in their rangeso asfering from their average
range, as may be shown by the distribution of B$saape and turnip-like rape
crops in the years 1978/79 and 1996/97 (Fig. 3erAhe first of the above men-




82

tioned winters the highest losses were recordeabith-eastern Poland, where over
75% cropping area was qualified to be ploughed|eaihi 1966/1997 even higher
losses of over 90% were found mainly in the centaat of the country (Czarnecka
1999). In the same years the highest losses icuhization of barley were over
32% in the northern part and over 75% in the céatrd south-western part of the
country. In the years 1976-2004 definitely the nambterse conditions for the win-
tering of wheat, barley as well as rape and wituenip-like rape were found in
1996/97, while for rye extreme conditions were rded in the winter of 1978/79.
It is estimated that adverse conditions for wimgof rye in Poland occur on aver-
age once every ten years, for wheat and trititasetwice, for barley — three times,
and for rape — even five or six times (CzarneckaB8).9
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Fig. 3. Winter losses (%) in cropping of rape and turilje-Irape after unfavourable winters of
1978/79 and 1996/97
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Almost throughout the whole Poland wintering hastatistically significant
effect on yielding of winter crops, the highestchopping of rape, while in north-
eastern Poland — in cropping of rye, with its rinleproduction conditions being
many times bigger than in the experiments, wheparaultivation practices are
maintained. Wintering of cereals in the years 19988 explained in 15 to 45%
variation of their yielding, while for rape — in@v approx. 60%, the strongest in
regions of poorest winter survival of individuaksges (Atlas...2001).

Winter losses usually have not one, but severasesuoccurring simulta-
neously or in succession, which definitely hidéesrtevaluation and forecasting. In
the complex of meteorological factors, directlyiratirectly determining the occur-
rence of winter losses, a primary role is playedhgymal air and soil conditions, in
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combination with snow conditions. They are the mzanses of winter losses in
crops, i.e. winter killing and smothering of crops, well as infestation with snow
mould. Moreover, damage to crops, but typicallyadesser scale, is caused by
soaking, salinity, frost lifting, ice sheet, eoéoosion, in the occurrence of which,
apart from thermal and snow conditions, an impartate is also played by ane-
mometric relations. The biggest potential risknriter killing is posed by frosty
winters with little snow, but such winters are harund in Poland, while frosty
and at the same time snowy winters are frequen@gAt1990). Despite that fact,
winter killing may occur at the regional and losahle almost every winter. This
results from the very high time and spatial vaoiatin thermal and snow conditions
as well as varying degrees of winter hardinesslartg. Killing temperature for
winter crops grown in Poland ranges from —15 torepp-30C. A drop of mini-
mum temperature below critical values for individsipecies and cultivars may be
observed throughout winter, although it is mostifient in January and February,
even in coastal regions (Fig. 4).
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Fig. 4. Absolute minimum air temperature at 5 cm aboveugdoat a lack of snow cover or its
thickness up to 5 cm (November — April). Years 12600

In the years 1976-1990 the biggest effect on wisitevival of wheat, barley and
rape was observed for the number of days with nghiemperature below —10 or
below —15C (depending on the region of the country and spgcat a lack or insuf-
ficient thickness of the snow cover (Czarnecka 19988). Minimum temperature
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below — 16C is recorded on average during 6-16 days andamB/up to 6 days the
temperature drops below T5(Fig. 5). However, frequently winter killing oasuat

a temperature much higher than the critical oneafepecies or a cultivar, which is
determined by the current winter hardiness of atplahich even under conditions of
thermally stable winter decreases gradually towspdsg with dehardining of plants.
In Poland this process is very often disturbed H®y influence of thaw. Thawing
weather is observed on 25 to 45 days of the calemiier (December-February),
which in western Poland accounts for almost 50%lutstion (Fig. 6). Even in the
coldest months of the year, i.e. in January anduaey, thaws occur on almost 50%
of days and on average reach the intensity from£Q, at even a maximum 43G.

At the same time this phenomenon exhibits a maudgedard trend (Fig. 7). In the
years 1961-2000 the number of days with thawinghvegas a rule increases by 7 to
8, and in some regions, mainly north-western, bynash as almost 9 per each 10
years (Atlas 2004, Czarnecka 2005). On almosta#sdof atmospheric thaw this
phenomenon covers also topsoil to the depth of STéxa mean number of days with
soil thaw in the period of calendar winter rangesnf approx. 20 in eastern Poland
and it increases to over 30 in the west or even 8vat the Wroctaw Lowland, also
exhibiting an upward trend. An adverse, althougtirétt role of atmospheric and
soil thaws is manifested in the premature decrebsesistance in plants, which may
be damaged at a temperature much higher thanitisaldevel for their winter kill-
ing, particularly in the early spring.

Fig. 5. Mean number of days with minimum air temperatnEPC and<-15°C at a lack of snow
cover or its thickness up to 5 cm from Novembevitrch. Years 1971-1995
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Fig. 6 Mean number of days with thawing weather duriigratar winter
(December-February). Years 1961-2000
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Fig. 7. Variation in the number of days with thawing weatkuring calendar winter (December-
February) in the years 1961-2000
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A significant factor reducing the risk of winteiliig in winter crops may be
the snow cover, which results from its thermoinsgaproperties, determined first
of all by its thickness and density. It is estindatieat the snow cover with a thick-
ness over 5 cm for many frosty days provides auifice of 10 between air tem-
perature and the temperature of soil at a depth @h, which as a rule prevents
both tillering nodes of cereals and apical budsapt. However, the cover of this
thickness is found only in approx. 50% days of sromwer. A thickness of over
10 cm is observed over a majority of Poland's ardafor 10 to 20 days, while that
of over 20 cm — for 5 to 10 days (Atlas...2001). Thosr winter survival of crops
in Poland is caused by an insufficient thicknessnaiw cover on frosty days, rather
than by a decrease of air temperature below dritalaes for a given species. Even
in typically most snowy and frosty winter monthg. iin January and February, in
western Poland, the thickness of snow cover om#yeof the lowest minimum air
temperature at the ground level, is generally befoam, while in December and
March it does not exceed 2 cm (Fig. 8).

Fig. 8. Thickness of snow cover (in cm) on day of the Istuminimum air temperature at 5 cm
above ground. Years 1971-1995



87

However, snow cover may also create a real hdsamdintering plants when
it is too thick, when it remains too long, espdygian unfrozen or insufficiently
frozen soil, resulting in frost lifting and snow nid infestation. In the years
1976-1990 the most adverse for wintering of platnow cover with a thickness
of over 20 cm, deposited continuously for at |&stays (Czarnecka 1998). Ex-
cessive and long-term snow cover is most damagingye, which is also con-
firmed by the fact that in the post-WWII period iéEly the biggest losses in
this species were recorded after the most snowtewof 1969/1970, followed by
those in winter of 1978/79. The biggest hazard iotev damage connected with
the long-term and excessive thickness of snow c@s/arbserved in southern,
submontane regions of Poland, but also in the Makake District, whereas in
the west it is slight (Fig. 9). A negative resuitioe alternating frosty and thawing
periods is connected with mechanical damage toewicitops caused by the for-
mation of ice sheet, as well as frost lifting ofmis, as a consequence of vertical
soil movements, especially rape. Rapid winter thamg melting of snow cover,
as well as floods create a hazard of crops beoagéld by water and their soak-
ing. In turn, snowless and frosty winters and atghme time windy periods dur-
ing winter pose a threat of salinity, while the @opanying eolic erosion may
cause exposure of tillering nodes and roots, pdaity on lighter soils and
windward slopes. The highest potential hazard tgevicrops posed by salinity is
observed in the Mazury Lake District ( Atlas...1998pwever, damage caused
by the formation of ice-sheet, frost lifting, saadsi(except for floods) and salinity
are most frequently local in range.

Fig. 9. Frequency (%) of snow cover with thickness of a@@rcm, found continuously for at least
30 days. Years 1961-2000
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The potential human effect on the weather is Bitghly limited, but thanks to
rational cultivation practices the risk of poor t@nsurvival of crops may be re-
duced. An element of cultivation technology of aar importance for winter
hardiness of winter crops is the observation ofoptimal sowing date, which
determines good hardening of plants under the mdgantageous thermal and
photoperiod conditions. Moreover, for the coursavisitering a significant role is
also played by the selection of a cultivar with deanter hardiness, tillage, sow-
ing density and depth, determining an appropriaeetbpment of their root sys-
tem and the location of the tillering node, adeguattilization as well as the
selection of the habitat (an appropriate soil c@mptegulation of water relations,
consideration of local surface feature conditions).

All scenarios of climate change forecast progressvarming, especially in
the winter period (Keauchowski 1996). Although the forecasted reductidn o
snowfall and the incidence of frost would indicatgroved conditions of crop
wintering, in reality it undermines the possibility grow winter crops, which in
their development cycle require vernalization, acpss occurring under the in-
fluence of low temperature. The phenomenon of arease in mean temperature
over OC, i.e. the disappearance of thermal winter in Rlds according to one
of the moderate scenarios of climate change thepet for after 2040. Irrespec-
tive of this trend, we need to consider the incteaf extreme winter conditions,
both such as those recorded in the frosty and sidanyary of 2006, in which the
mean monthly temperature was by 4 to’6.fower than the norm, as well as the
warm winter of 2007, which not only in Poland, alinost throughout Europe
was the warmest in the history of meteorologicahsueements.

Climatic risk for the cultivation of crops in the vegetation period

Depending on the type and intensity of the advarsgsorological factor and
on the crop species and development period, the@iplex and the standard of
cultivation practices, as well as weather conddidiefore and after the occur-
rence of a given factor, the volume of crop yi@dses in Poland may range from
several to several dozen percent (Atlas ...199BsAt.2001, Kaminski and Mi-
chalska 1988).

Potential reduction of yields of winter crops (&&nwheat, rye, winter barley)
as a result of a delay in the spring resumptiovegfetation by 15 days in compar-
ison to the mean date, increases from south-wesbtth-east from 0 to 15%,
with the highest frequency of such years, from a020%, being reported in
north-western and southern part of Poland (FigariD11).
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Fig. 10 Potential reduction of yields of wint Fig. 11 Frequency of years (%) with delay:
wheat caused by delayed spring resumptio spring resumption of vegetation by 15 ¢
vegetation by 15 days

Spring cereals are sensitive, among other things,d¢layed sowin
(Kozminski, Michalska 1992). Thus, already a delay of &9sdin comparison 1
the average date, a reduction in yield may rangeoland e.g. for spring whe
from 5 to 10%, with the reeatability of these years increasing from southt e
north-east from 10 to appro20% (Figs. 12 and 13).

Spring wheat

Fig. 12 Potential reduction of yields of sprii Fig. 13 Frequency of years (%yith sowing
wheat caused by sowing date delayed by 1C date of spring wheat delayed by 10 ¢
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Another adverse factor reducing yields of wintad &pring cereals is con-
nected with excessive precipitation in the earlyrgpperiod, especially in March
in April, which in some years, in combination whigh winter water reserved in
soil, cause yield losses, depending on the plastiep from 10 to approx. 18%.
The effect of excessive precipitation on yieldsiemmand it depends on the date
and area. For example for rye three areas werblissiid with the adverse influ-
ence of total precipitation, causing a reductioryigld by 5% in comparison to
the mean in a given province (Fig. 14). In westeofand (area A) excessive pre-
cipitation has an adverse effect mainly in Marohthie north-eastern part (area B)
— in March and April, while in the south-eastermtjpgd the country (area C) — in
January, March and April. Potential reduction ddlgs in rye due to excessive
precipitation ranges from 10 to approx. 15% (Fig). 1

Fig. 14 Areas with adverse effect of excessiv&ig. 15 Potential reduction of yield of rye (%)
precipitation on yields of rye in March (A), incaused by excessive precipitation

March and April (B) and in January, March and

April (C)

After winter water reserves in the soil are demdetwhich most frequently
occurs in May, starting from June water relatiohgsrops are dependent mainly
on the course of current climatic water balance.tRese reasons as a result of
periodically recorded water deficits in the summields are decreased on aver-
age from 5 to 10%. This reduction is the biggesiat for which four areas were
established in Poland with an adverse effect ofipi@ation deficits in different
periods (Fig. 16). For example, in area A — in Bwmerania region, the biggest
risk for cropping of this plant is observed fromRine to 20 July, and over a vast
majority of Poland's area (B) from 1 to 30 Junegesias in the Lower Silesia
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(area C) from 11 May to 10 June, while in southte&asPoland (area D) from 1
June to 10 July. Potential reduction of oat yiele do the deficit of precipitation
ranges from 6 to 10%, with the highest risk obserivethe eastern part of the
Wielkopolska Lake District, the Krajskie Lake District and at the confluence of
the Warta to the Odra (Fig. 17).
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Fig. 16 Areas with adverse effect of deficit ofFig. 17 Potential reduction of yield of oat (%)
precipitation on yields of oat in periods: 2lcaused by deficit of precipitation

June-20 July (A), 1-30 June (B), 11 May-10

June (C), 1 June-10 July (D)

A higher potential yield reduction than that olveer in spring cereals, as a
result of precipitation deficit, is recorded in amt plantations. In the vast majori-
ty of Poland (area A) the biggest hazard for potatiivation due to a lack of
precipitation is found in the period of 21 May — AQgust, while in the other,
south-eastern part (area B) — from 1 June to 2Qusi(Fig. 18). Risk for potato
growing caused by the analyzed factor increasas outh-east, approx. 5%,
towards north-west with approx. 20% (Fig. 19).

It may be assumed that in Poland on light soikcipitation-free sequences
lasting for over 20 days in periods of the highgater needs in plants as a rule
cause reduced yields and on heavy soils it isfousequences of over 25 days.
Such long precipitation-free periods reduce yi@ds in oat from 10 to 20%, in
potatoes from 5 to 15%, while in beets from 5 t&610

The visual and organoleptic evaluation, conduatetthe years 1964-1998 by
IMGW, concerning excessive, sufficient and insufic moisture content in top-
soil under winter crops and potatoes, constituber iasis for time and spatial
variation in this element of soil fertility in Pald. In Poland the risk for planta-
tion due to excessive soil moisture content is nlexkas early as after 10 days,
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while due to insufficient moisture content afterlasg as 20 days. As a result of
insufficient soil moisture content yields of wintepe may be lower in relation to
the mean from individual provinces from approx. 1B#southern Poland to ap-
prox. 25% in the Kujawy region (Fig. 20). Excessbadl moisture content causes
losses in winter rape from approx. 8% in centrastern Poland to approx. 14%
in the western part of the Mazowsze Lowland andRbkesie Lubelskie region
(Fig. 21). Among crops the species least senstivensufficient soil moisture
content is spring barley, in which losses amour@-i®% (Fig. 22), while in case
of excessive soil moisture content losses in yiefdspring barley are identical to
those of rape (Fig. 23).

Fig. 18 Areas with adverse effect of deficit ofFig. 19 Potential reduction of yield of potatoes
precipitation on yields of potatoes in the peri@is: (%)caused by deficit of precipitation
May-10 August (A), 1 June-20 August (B)

Fig. 20 Potential reduction of yield of winter rapeFig. 21 Potential reduction of yield of winter rape
(%)caused by insufficient soil moisture content (%) caused by excessive soil moisture content
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Fig. 22 Potential reduction of yield of spring barleyFig. 23 Potential reduction of yield of spring barley
caused by insufficient soil moisture content (%)  (%)caused by excessive soil moisture content

In the spring a disadvantageous, frequently olesephenomenon in plant
production is frost, causing losses from severartand a dozen per cent in cul-
tivation of vegetables and in orchards, while iargewith extremely low tempera-
tures complete destruction of plant inflorescerisesbserved. Taking into con-
sideration the date and intensity of frost, pattidy after the incidence of the
period of active plant growth (>10), zones of crop hazard were distinguished in
Poland in terms of this adverse phenomenon (Figar&d Tab. 1). The lowest
hazard posed by spring ground frost is observatiércentral and western part of
the coast (zone la), followed by the Szczecin Lod|ahe Ziemia Lubuska region,
the Silesian Lowland, the WWyna Wanicko-Wieluiska region and in the Sando-
mierz Basin (zone Ib). A high hazard posed by f(eshe llib) is found in north-
eastern Poland, along the Notalley, in the Obra Basin and in the Karpaty Low-
land and the Sudeten Foothills. A very high hazawded by this phenomenon
(zone V) is recorded in depressions of the Bytéaked. District and the Kaszuby
Lake District, as well as the region of the Obra&4Fig. 24 and Tab. 1).

In the spring and summer a high risk for cropal$® posed by hail, especially
combined with atmospheric storms. The highest b#seereals from 4 to 12%
annually are recorded along hail tracks (Fig. 26)resent the authors are work-
ing on the study of resources and climatic hazardifferent regions of Poland
as they are collecting phenological and meteoroldgilata. For example in the
Pomerania, using data on deficits and excess i@oland precipitation, as well
as insufficient accumulated temperatures, the numbaays with daily precipita-
tion >20 and >30 mm, the number of days with feosd hail, as well as days with
glazed frost, fog, thaw and excessive snowfallegoof potential climatic hazard
were identified for the four seasons of the yeat,li— very small, Il — small, Il —
medium and IV — big (Fig. 26).
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Fig. 24 Hazard zones of crops caused by grourkdlg. 25 Mean hail losses in cereals (%)
frost

Table 1. Characteristics of hazard zones for crops causdahbly

Mean numer of days after

Zona Threat the occurence of air temperature Mean lowest temperature

of 1°C in May
| a Very small upto 2.5 up to -1.5°C
b Small 2.6-3.5 —1.6 up to —2.0°C
I Mean 3.6-45 —2.1upto—-2.5°C
m a Moderately great 4.6-5.0 —2.6 up to —-3.0°C
b Great 5.1-5.5 -3.1upto-3.5°C
v Very great >55 <-3.5°C
Zona Lowesi,:] t&rggerature Mean dates of latest ground frost Z?éisngffrlgi:t
| a up to -5°C up to 10 May up to 5 June
b up to —6°C up to 15 May up to 10 June
Il up to —6°C 16-20 May 11-15 June
m a up to —7°C 21-25 May 16-20 June
b up to —-8°C 21-25 May 21-25 June

v <-8°C after 25 May after 25 June
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Autumn (September November Winter (December-February)
| — very small, Il -small, [l — medium, IV large

Fig. 26.Climatic hazards in the Pomerania re(

CONCLUDING REMARKS

Taking into consideration crop wintering conditipdglayedspring resumptio
of vegetation and sowing date, hail, frost, exeeswisolation in June and excess
precipitation, as well as extreme soil moistureteoty hazard zones were -
guished in Poland for 9 crops. Mean annual reducticyields rangefrom 6 to 18%
with the highest losses recorded in plantationspoing cereals and winter ra—
from 9 to 18%, while the smallest in plantationsdar beet-from 6 to 10%
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INTRODUCTION

Among the possible aspects of climate change ipéeate climatic zones are
temporal fluctuations of meteorological elementm@te variability and change
threatens local water resources availability. Ctanehange results in extreme
meteorological events, among them droughts. Theeedritical need for reliable
information relevant to impacts of droughts andandanitigation.

The need for dealing with droughts and their efféstPoland arises from the
unfavorable impact they exerts on agriculture. @mreng global climate
changes and their effects in the forecasted inergagemperature and decrease in
precipitation in Central Europe in the future sitviery likely that the frequency of
drought occurrence and its severity will increasoland.

An analysis of the impacts of droughts in agriaeitas well as the determination
of now-a-day actual and possible future effectsrop production should be underta-
ken. Their results will be a basis for the comgeogram for counteracting the nega-
tive effects of droughts. Such program should detex directions and measures as
well as the intensity of organizational, techni€&D and innovative actions, which
would aim at counteracting droughts and serventit their effects on the national
economy and on agriculture in particular. It sharddtain descriptions of mitigation
measures and of continuous, preventive actions tmalried out before, at the begin-
ning of, during and after the cessation of a draughe actions should consider re-
gional differentiation of the drought phenomenon.

The program for combating droughts may assume @ fafr programs and
politics, and sometimes as appropriate legal acts the form of descriptions of
short- and long-term actions.

DROUGHTS IN POLAND, THEIR RANGE AND FREQUENCY

Poland is situated in a transitory temperate ckzane, nonetheless droughts oc-
cur posing a serious economic, social and envirateh@roblem. Droughts in Pol-
and have a character of atmospheric anomaly follgwie rainless period. In depen-
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dence on the amount of precipitation deficit andt®tong-term, annual or seasonal
distribution we are dealing with the hydrologicinaspheric or soil drought. The
direct effect of a drought is a disturbance inwlager budget of an area caused by a
precipitation deficit and a large amount of evafpora(atmospheric drought), which
is manifested by excessive soil drying (soil draughd by lowering the ground wa-
ter table and decreasing water flow in rivers (bialyic drought). Each of these
droughts causes great losses, which are sufferedttonal economy and a society.

Droughts in Poland are hardly predictable. It Hadilt to forecast the term of
their occurrence, duration, territorial range amtdnsity. This leads to trouble in oper-
ational planning and in undertaking the proper adgameasures to mitigate the
negative effects. In spite of this unpredictabibind irregularity of drought occur-
rence in Poland, one may observe some statistiopépies of their frequency, dura-
tion and the regions affected.

Drought phenomena in Poland have been mentiondtkichronicles since the
fourteenth century and were found to occur manegdia century (Kacet al 1993):
in the XIV century — 20 times, in the XV — 25 timas the XVI — 19 times, in the
XVII — 24 times, in the XVIII — 22 times. Since th@X century, when permanent
precipitation records have been started, the nuofldroughts were estimated as 23
in the XIX century and 20 in the XX century. Itassumed that droughts appear in
Poland once every 3-4 years; sequences of yednsprétipitation deficit are ob-
served to be followed by sequences of years withsstve or close to average preci-
pitation. In the last 55 years, deep droughts oedun the years: 1951, 1953, 1959,
1963, 1964, 1969, 1971, 1976, 1982-1984, 1988-189K)-2006 (Bk and talkdzki
2002, Bobhski and Meyer 1992a,b, Czaplak 1996, ¢datki 2006). Between 1951
and 1990, twenty one atmospheric droughts wer@ngiisshed (Faraet al 1994).
They lasted a total of 107 months, which is 22%hefanalyzed period. The longest
took place in the years: 1982 — 11 months, 1959 mdnths, 1951-1952 — 9 months,
1983 — 7 months and in 1989 — 7 months. Droughtiseiryears 1951-1995 varied in
their intensity, duration and the period of tte&currence, but the most intensive and
widespread was in 1992.

The driest regions of Poland are: almost the etingtral region, as well as
northwestern and mid-eastern parts. These aregiens most threatened by drough-
ts. The Wielkopolska and Kujawy region in centradl @entral-west part of the coun-
try is the area with the considerable degree ditwrilt is the region with the lowest
annual precipitation amount in Poland. The mosjueat and most severe droughts
occur in this area, which sometimes experiencemdly long periods without rain.
The average annual precipitation rate for this E@@out 500 mm. The average sum
of precipitation in the growing season is 300 mut,itvaried within the range of 500
mm (in 1985) to 90 mm (in 1989). Besides the aweragan daily values of air tem-
perature are high and air humidity — low. It caubesoccurrence of the severe and
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frequent droughts and scarcity of water resourths. periods of rainfall excess
also occur, especially in spring and in July. Théug of reference evapotranspi-
ration according to the Penman-Monteith method ugmhigher than precipita-
tion in the growing season. The precipitation defieaches 200 mm in an aver-
age year (at the 50% probability) and can be equdB0 mm in a dry year (at the
20% probability). In the vegetative season of 198X ujawy and northern Wiel-
kopolska for example, precipitation was nearly hha#t from 1951-1990. In the
very dry year 1989, precipitation was so low tlet probability of not exceeding
it was less than 1%.

A long-term drought in 1992 was a disaster thanspd almost the entire
country with the most intensive effects being felthe north-western and middle
part of the country. In some regions it lasted thog whole vegetative period
(April-September). It was characterized by high aid soil temperatures, very
high insolation and a negative climatic water budgeom the middle of April
precipitation did not exceed 50% of the averageiantlne in the northwestern
part of the country there was no precipitationllaimthe Kujawy region, precipi-
tation during the second half of the vegetativequewas 40-55% of the multian-
nual average.

IMPACTS OF DROUGHTS IN AGRICULTURE

The negative effect of droughts in Poland is compled can be observed in var-
lous branches of the national economy. It is pality visible in agriculture. The
effect in agriculture is differentiated and dependsthe amount and distribution of
precipitation before and during the drought. Draagiegatively affect crops, but the
effect varies for various plants, soils and gedgjapegions and a crop decrease de-
pends largely on the duration and intensity ofdraught. Autumn and early spring
droughts usually cause a decrease in winter croge 8pring droughts — a decrease
in spring crops, the first hay cut and pastureciefficy. Summer droughts usually
negatively affect potato crops, the second hawedtthe field fodder crops.

In the two very dry years 1982-1983, an averageedse in grain crops was
5-30% in various regions of Poland and that of fp&s — from 10% to 40% as
compared to the average crops amounts in 1985@&%aet al 1993, Problems
... 1993). In the valley of the Upper Néteovering a part of Kujawy and North-
ern Wielkopolska — the regions of substantial aedudent water deficits in plant
production, in the very dry year 1989 (when thebpiulity of such a low precipi-
tation as that actually present was 1%), the yiélday from non-irrigated grass-
lands was 5 t Hawhile in an average year (1987) the mean yield 846 t hd
(Labedzki 1992).
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The drought in 1992 was a disaster. Its hegatineamuences were: long-lasting,
burdensome heat, dried soil, grasslands yellowedidsummer, a lack of the second
and the third grass cuttings, a deficit or a tlots¢ of the grain and potato crops, lack
of fodder and consequently — an increase in foackgr It is estimated that this
drought decreased the value of crops by 25%. Tabgls of grain, potatoes and bulk
fodder, expressed in cereal units were lower irR199 31% than those in 1991.
Meadow hay crops (mean for the country) decreage2l7®o in comparison to the
average from 1986-1990. In the region of the Upeate watershed, 6-10 t of hay
per ha were obtained after irrigation while nomgated grasslands on better soils
yielded no more than 2 t haf hay and on worse soil — they were completeigddr
(Labedzki 1997). The precipitation shortage was refléetevery low water tables
and outflows from the rivers and in a significaatikase of the shallow ground water
table. Such a situation caused an almost comphgtagdof the smaller streams,
whose watershed covered several hundredl &ndl thus deprived any life dependent
on them. A critical situation arose in retentiosemvoirs, which were filled only to
10% of their average levels. This caused diffieslin supplying water for irrigation.
The drought was also a factor in the increaseduénecy of fires, resulting in the
burning of thousands of hectares of forests antigpeks.

The above effects, observed at such an extremasitytén 1992, appeared with
smaller or greater intensity and with varying terial range in other years, when
droughts were also present in Poland. The 2000 waarthe next one with high
drought risk. In April and May 2000 non-typical metological conditions occurred.
In Kujawy region precipitation in the autumn-spripgriod of 1999/ 2000 approx-
imated normal. After-winter soil water reservesenaufficient at the beginning of the
growing period of 2000 (approximate to field watapacity). Groundwater table was
at the depth of 50-60 cm, which was optimal forsgland vegetation. From the be-
ginning of April drought event occurred in the mgi classified as moderately dry.
The last significant rainfall occurred on thé"1pril, with the sum of precipitation
from the 16 to 20" April equal only to 9 mm. It caused systematicatrdasing of
soil water reserves and groundwater tables. Irpémiod between the $cand 3¢
April there was only 2 mm of rainfall. Soil moistucontent decreased below the
minimum admissible value and groundwater tablesedsed below 1 m from which
capillary rise did not meet crop water demands. ddmelitions changed for the worse
radically in the first ten days of May by complgtéck of rainfall (extremely dry
period). This situation with additionally high esgtion was a threatening event for
most crops. The beginning of June was the drieat wdused that the whole month
was classified as severely dry. Meteorological @@ in the next months of the
growing period were normal, but they did not redtie negative effects of spring
drought in that year.
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Droughts in the two years 2005-2006 caused coraitketosses in crop pro-
duction, especially central part of Poland, fromsime east. In 2006 due to sever-
al-week lasting hot weather and lack of precipitaih June and July, the greatest
losses in yields of spring cereals, maize, potatmggar beets and grasslands were
observed. According to the evaluations made byMhestry of Agriculture and
Rural Development, the losses in yields from meadewd pastures were 40-
100%, spring cereals — 20-60%, winter cereals 5%, rape — 15-45%, pota-
toes and sugar beets — 20-60%, vegetables — 30-60%.

As shown by the above data, droughts in Polandbeadangerous and may
bring large losses to the national economy in gpfitiés irregularity and seeming
insignificance due to the geographic location olaRd. All of this justifies and
points to an urgent need for working out and im@ating local, regional and
national programs of drought control. Actual pragsa actions, methods and
measures focusing on mitigation of the negativea$f of droughts are usually of
local, provisional and temporary character.

MITIGATION MEASURES

Actions and measures for mitigating the effectglrmfughts as well as uncer-
tainties as to how the climate will change and litowill influence agriculture are
the challenges that planners, designers, farmgriuétural and extension ser-
vices will have to cope with. How agriculture whlave to adapt to climate
changes is the serious question to be answerée indar future.

Because of possible increase in water shortaggrioudture due to droughts
and unfavourable climate changes the main actindsraeasures should lead to:

* increase of local water resources and their avisifigb
« increase in water use efficiency,

» decrease in water needs for crops,

* intensification of irrigation.

The actions should modify the needs of water usefsrce the need for sav-
ing water during droughts. A modification of thecheaology of water use on
farms and in the field should play a great roleniiizing the useless water dis-
charges from reclamation systems, including draragflows and limiting crop
water use are necessary.

Particular actions and measures should include:

1. increasing water resources retention (in open wasamilable for agriculture,
mainly for irrigation by water retention in the s of its excess — in the
spring and after abundant intensive precipitatmonétruction of small reten-
tion reservoirs, construction of water structui@sestrict water outflow from
fields),
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2. increasing soil water retention and its availapildr plants by:
« technologies of soil cultivation that increase sadisture and the degree of

water utilization, among them:

soil loosening,

deep plowing,

improvement of soil structure,

improvement of physical and water properties ofpdeeoil layers,

retention of localized precipitation,

increased infiltration,

enlarging the active layer of roots water uptake,

deeper rooting,

increased amout of water available for plants,
plant species selection in crop rotation (drougisistance, a shorter ve-
getative period meaning lower water requirementigeger root system),
fertilization and reclamation measures that aiddéeelopment of a strong
root system,
introduction of deep-rooted plants with low watequirements,

3. modification of the technology of water use on faramd in fields towards:

saving water,

increase water use efficiency by multiple use afes

minimizing useless water discharges from reclamnasiystems, includ-
ing drainage outflows,

limiting water consumption for evapotranspitation,

4. improvement in the social awareness of droughtsy thffects and counter-
measures.

Various actions and methods for counteracting drbeffects in agriculture are
now being implemented in Poland, all of them aramseo accomplish the strategic
goal — mitigating the negative effects of drougfitse most visible actions are now
being accomplished small water retention progrdmm@ughout many regions of Pol-
and. These works are co-financed by the localprediand national funds of envi-
ronmental protection and water management.

The other important actions are the regional prograf irrigation develop-
ment. The programs being under preparation in aévegions of the country and
for the whole country can play an important rolerational planning and imple-
mentation of irrigation as an effective measurenibgate the negative effects of
droughts in agriculture.

Under the economic conditions of Polish agriculitnigation of most field crops
is an unprofitable measure. Irrigation of potateegjetables and orchards is profita-
ble (Gruszka 2004, Jankowigk al 2006, Jankowiak and Rzekanowski 2006, Rze-
kanowski 2000). That is why the existing irrigatisystems and facilities are only
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used to a small extent. Irrigated area decreasetb¥y since the beginning of the
nineties, due to changes in national economy aodogaic conditions in agriculture
(Laledzki 2007). On the average the area irrigated5%0(of the total agricultural
land area in the country (Environmental Protec#008, taldzki 2007). In the dri-
est region of Poland — the Kujawsko-Pomorska posvia 1.1% of agricultural land
area was irrigated. Sprinkling irrigation of aralaleds under field production covered
only 5 thousand hectares and subirrigation of peemiagrasslands — 94 thousand
hectares (Environmental Protection 2008). In tHeiaf government publications
there is no data on microirrigation but total aneder microirrigation in Poland can
be estimated to about 5000-10000 ha.

Pressure irrigation is concentrated chiefly in western and central part of the
country, in regions with relatively low precipitati and of fertile soils. This type of
irrigation is interventionary in character, it Hassupplement the multiannual average
if there is a precipitation deficit and thus maiimterops at the planned high level. In
dry years, the sprinkling irrigation is a prereggiso obtain field plant yields at least
an average level. It enables supplementing thepis®n deficit and maintaining
the crop yields, but is also able to elevate theawverage years. The effects of sprin-
kling in 1992 were exceptionally high. An increaéerop yields, in relation to crops
from non-sprinkled areas, exceeded 100% that @frtatmps, fodder plants — above
200% and that from grasslands — 150-200%.

The effects of subirrigation of permanent grassanih the subirrigation sys-
tems are associated with the quality of exploitatbthese systems. Where exploita-
tion of facilities is proper and water uptake isypded, one may avoid the negative
effects of droughts and even obtain higher proditgtiThere are not many subirriga-
tion systems — on only about 20% of grasslandsich@&ve a high efficiency of these
systems during a drought, systematic conservafitremetwork of ditches and facil-
ities is necessary in the period preceding theglbbubirrigated systems are largely
degraded and used only to a small extent if alratirder to be used more effectively,
it is necessary to reconstruct and modernize thgstems. A lack of modernization
and improper exploitation of the systems and faglirestrict competent water man-
agement and result in decreased crop productiaa pidper use of the systems and
facilities allows for effective water managementimigated areas and greater stabili-
ty in grassland yields. Irrigated areas in the Uppme: and Narew valleys, along the
rivers of Kuwasy, on th&utawy and Szczecin polders and in the region of the
Wieprz-Krzna canal are examples of such actions.

At present, increase in the area of irrigated lasgecially in vegetable and fruit
farming using drip irrigation, has been observeds assumed that the development
of this type of irrigation will run parallelly tdhe development and intensification of
agriculture.
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Increased frequency and intensity of droughts,rtensification of agricultural
production, being forced by the internal domeatid all-European free-market com-
petition and the necessity of reaching high qualitythe majority of agricultural
products are the factors accelerating the developoferrigation. The significance
of irrigation will increase with the intensificaticof agriculture (e.g. in horticulture,
orchards, seed crops) and with negative effeatbrofte changes.

Predicted climate changes and increase in frequemdyntensity of droughts in
our climate zone will cause increased crop watenaghels, irrigated area and irriga-
tion water requirements. For example crop waterathei® will increase by 2-4% for
maize and by 6-10% for potatoes (EEA 2008, IPCG7200esen and Bindi 2002
2020 in south-east England net irrigation wateuiregnents will increase by 70% in
comparison with 1995, and in north Germany — by 4D#l 2002). One can expect
similar increase in Poland. Under conditions ahaliic and economical changes, the
irrigation area will increase up to 2.1 min ha,wdiich 1.6 min ha on permanent
grasslands and 0.5 min ha on arable land and s (Nyc and Poktadek 2007).
According to Mioduszewski (2007), 3-4% of arabledgwithout subirrigated area)
should be irrigated in the near future. Rzekano&B®0) writes that till 2025 pres-
sure irrigation should be used on 1 min ha, maimyvery light and light soils in
central Poland.

Particular actions developed for the strategy ofight mitigation on agricultural-
ly-used protected areas, especially in river vallegth organic soils are utilized in
Poland. These actions aim at improving the effeot¢s of water consumption for
irrigation purposes and at optimizing water disttitin in subirrigation systems and
in the river valley. Research and implementatiowliss are being carried out to im-
prove the methods of the assessing plants’ watigiregnents and on an operational
model of water distribution. These actions give fis the water unit productivity,
they decrease water losses and useless water rgisshand decrease the risk of
droughts by collecting water in advance or mitighte negative effects in periods of
water deficit. Controlled water management in aeveted equipped with retention
reservoirs and raised lakes also leads to shogi¢helow water periods in running
waters and alters the frequency of their occurreAceoperational system of con-
trolled water management in the Upper Natatershed is an example of such activi-
ties (Kaca and tafolzki 1995).

It is estimated that in many regions of Polandhterr development of irrigation
could be determined and restricted to a great ekigithe availability of water re-
sources. In many cases the factor preventing fisigaystem is the lack of water due
to the co-occurrence of drought and low water tabiaivers and consequently, the
decreased useful capacity of lakes and retentgamveirs. Then, the important role in
water management is regulation of outflow, whichsists of controlling the mini-
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mum water discharge from systems in the springadted a large amount of precipi-
tation, thus in retaining water in the soil andhie network of ditches.

Drainage can play a large role in mitigating thgatiee effects of droughts on
crop yields. The role of draining consists of lowgrthe ground water table in the
spring, which allows field works to be started ieadnd thus earlier plant growth and
root development, enabling the root systems to wgkeater from the deeper parts of
soil during drought conditions.

In plant technologies, processes should be reconedethat allow one to obtain
the beneficial effects of plant growth under drduggnditions. Economic losses due
to decreased yields can be minimized by the intiiolu of deep-rooted plants with
low water requirements in the most affected regions

Agro-reclamation measures, mostly soil loosening deep plowing, can also
mitigate the negative effects of drought. Thesesmnes consist of the improvement
of the soail structure and of the physical and wateperties of the deeper soil layers,
which enables deeper rooting of plants and incsetie® amount of water available
for plants.

Moreover, various technical, reclamation, hydratogind anti-erosion measures
can be used, which mitigate negative effects afigiits in agriculture. They serve to
improve water cycling and the water balance withi watershed, the reclamation
system and the soil. They should lead to a chandeoptimization of productive
space utilization, to modifications in crop rotatito selection of the proper drought
resistant plant species and varieties and to ckaimgegricultural technique. The
preparation of a list of plant varieties commonhjticated on a given area and resis-
tant to drought is desirable. All complex reclamatmeasures like forestation, intro-
duction of grasslands and proper fertilization féthin these types of actions. They
all may restrict the negative effects of drouginta@iven area to a large degree.

One of the basic preventive actions is droughtstng and early warnings. Fo-
recasting and early warnings are of great impoganglanning and preparing to
undertake actions aimed at avoiding or minimizhrgyriegative effects of droughts.

One has to take into account some risk, restrigtaomd losses in crops and in-
comes. That is why an acceptable level of lossespaus management levels — in a
region, in a commune, on a farm and on an areauldsive determined within the
strategy. A list of priorities is to be prepareddetermine the permissible level of
losses in agricultural production. This would eeglianning the respective tasks and
an optimum allocation of means for their accomptisht.

One may expect that further work should result acuwments providing for
the implementation of regional small retention depment programs and irriga-
tion development programs.
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Institutional activities will be of substantial imgance in planning and in accom-
plishing a complete strategy for drought contrdieif contributions will include us-
ing of operational planning models of collectiordamater transfer within a wa-
tershed, decisive models of water managementéntien reservoirs and water sys-
tems, changes in water distribution management thentocal level to the central one
(within a system), changes in the organizationhef administrative water manage-
ment and new legal regulations. Institutional sohg should consider local problems
within a region, which result from the frequencydobughts, their character and the
impact they exert upon various water users asagdtose problems originating from
the expected economic losses due to the wateitdefic

Actual determinants of various activities againstugiht in Polish agriculture
are strictly connected with the state of water ngana@ent in agriculture, particu-
larly with the state of land-reclamation (ameliava}. Basic reasons for the re-
stricted possibilities of drought counteractionagricultural areas lie in the neg-
ligence of the proper use of agricultural watertarys and reclamation systems
and facilities. Improvement of management, openatind maintenance of these
systems will make mitigation measures more effectiv

CONCLUSIONS

1. All of the above mentioned actions and measuresldhime addressed in
long-term strategy for drought control, for mitigf effects of droughts and cli-
mate change as well as for adaptation of agriculurd agricultural water man-
agement to predicted climate change. Preparaticuai a strategy together with
programs for the accomplishment of the relevankstas indispensable in the
nearest future in Poland.

2. In view of the drafted actions undertaken in Polahding droughts
aimed at limiting their negative effects, one mapaude that they do not form a
consistent system and result from in consistertigbastrategies of drought con-
trol. The problems of drought control and the résglactivities are a challenge
to Poland to have a drought mitigation strategy smtbok for new and more
perfect solutions and their implementation in regiavith a high risk of droughts.
This basis for any activity should be a strategmgpam, which would determine
how and in which way to achieve the requestedegiatyoals.

3. There is an urgent need to improve the uniformomafi strategy of
drought and climate change mitigation includingagional water saving policy
and its legal aspects, the issuing of drought adéis and warnings, the creation
of guidelines on how to prevent and counteractetifiects of drought and to re-
lease recommendations stating the most adequatimes&go be undertaken.
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8. IMPORTANCE OF PESTS AND DISEASES OBSERVED IN RIGULTURAL
PLANTS IN POLAND IN THE YEARS 1991-2008 IN THE CONEXT
OF CLIMATE CHANGES

Felicyta Walczak, Anna Tratwal

Department of Forecasting and Registration PesDasehses, Plant Protection Institute
ul. Miczurina 20, 60-318 Pozha
e-mail: F.Walczak@ior.poznan.pl

INTRODUCTION

The agrophages economic importance is determinag@uigus environmental
factors, namely: intensified farming, simplifiedragtechnology, varieties with
different level of disease and pest resistancetandlobal warming effect within
the last few years.

The global climate changes give rise to new chg#erfor plant protection.
Temperature, humidity of the air and soil are venportant factors affecting
agrophages developmental rate, quantity, populatioramics, range andten-
sity of occurrence, feeding intensity and harmfulness.

In Poland every year Plant Protection and Seedthldaspection Service
provide detailed field observations in order to gt information about phytosa-
nitary state of agricultural plants. Obtained restriom pests/diseases monitoring
in connection with observations provide at the PRrotection Institute at the
Department of Forecasting and Registration PestlZisdases, are the base of
“Phytosanitary state of agricultural plants in Palawvith prognosis to the next
year” which is issued every year.

The aim of the research was evaluation of pestsdies observed in agricul-
tural plants in the years 1991-2008 and their ingure as a consequence of cli-
mate changes.

MATERIAL AND METHODS

In Poland the harmfulness and occurrence of thepdigrges has been moni-
tored from 1950. Such information are the basehefavaluation the tendency
of pests and diseases spread as well as their eton@lue affected among
other factors by climate changes. Pest/disease#ariog is provided byPlant
Protection and Seed Health Inspection Service ifaloration with the De-
partment of Forecasting and Registration Pest asda3es at the Plant Protec-
tion Institute, Pozng Poland.
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Information concerned on the agrophages (pestfisgaccurrence and harm-
fulness are collected according to the methodshédist were published by the De-
partment of Forecasting and Registration Pest asebBes, Plant Protection Institute
(Pruszyskiet al 1993, Walczalet al 1998, Wgoreket al. 1976, 1982).

Every year at the end of the year, information alpmsts/diseases occurrence
and harmfulness are send to Plant Protection Unst{to The Department of Fo-
recasting and Registration Pest and Diseases). dlheata are transformed and
showed as a maps and graphs. On the maps forahehas within the voivode-
ships the average percentage of agrophage harrsfuleeshown — in the circle
the average for voivodeship is presented. On thphgr average percentage pest/
disease harmfulness for years is shown.

Nowadays, in Poland pests and diseases occurredrazultural plants with
economic meaning and which are observed accordirigldtailed registration”
regulations are:

Cereals

Winter wheat: powdery mildew -Blumeria graminisbrown rust -Puccinia
recondita septoria leaf spot Septoria nodorumtake-all diseases Pseudocer-
cosporella herpotrichoideand Gaeumannomyces graminisereal leaf beetle —
Oulemaspp., bird cherry aphid Rhopalosiphum pagdicereal aphid -Sitobion
avenae saddle gall midge Haplodiplosis equestris.

Spring barley: powdery mildew Blumeria graminis.

Mays: frit fly — Oscinella frit and Oscinella puzilla,european corn borer —
Ostrinia nubilalis.

Root crops

Potato: late blight -Phytophthora infestansolorado leaf beetle keptino-
tarsa decemlineatagvaluation of potatoes tubers damages — wirewoen<£la-
teridae,grubs -Melolonthinae, atworms —Noctuinae.

Sugar beet:cercospora leaf spotGercospora beticola, det fly —Pegomyia
hyoscyami, éan aphid Aphis fabae

Oil crops, rape: dry-rot of cabbagePhoma lingamyape blossom beetle -
Meligethes aeneus;abbage stem-weevil €eutorhynchus quadridenstem-
mining weevil —Ceutorhynchus naprape-seed weevil Eeutorhynchus assimi-
lis, brassica pod midgeBasyneura brassicae

Vegetables

Tomato: late blight -Phytophthora infestans
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Cucumber: downy mildew of cucumber Pseudoperonospora cubensis-
gular leaf spot on cucumbeRseudomonas syringae pv. lachrymans

Onion: downy mildew of onion Peronospora destructdBerk.).

Cabbage:large cabbage white Rieris brassicagcabbage armywormsBa-
rathra brassicagcabbage aphid Brevicoryne brassicae

Carrot: carrot root fly —Psila rosae.

Orchards

Apple: apple scab Venturia inaequalisapple sawfly -Hoplocampa testu-
dinea codling moth apple worm Easpeyresia pomonella

Plum: plum sawfly -Hoplocampaspp. tortricid plum moth Laspeyresia fu-
nebrana

Cherry and sweet cherry: monilia brown-rot -Monilinia laxa, cherry mag-
got —Rhagoletis cerasi

Strawberry: grey mould of strawberry Botrytinia fuckeliana

Papilionaceous plants

Lupine: anthracnose €olletotrichum gloeosporioides

Peas and field peapea moth -Laspeyresia nigricana

Snails— GASTROPODA - on cereals, potatoes, sugar beets, rapes, papiliona
ceous plants, vegetables and orchards

Rodents—during spring, summer and autumn time.

In the future the list with important pests/diseasdich are observed accord-
ing to “detailed registration” can be changed. bgriast years some agrophages
started to be more important. It means that oneobaerve higher incidence and
more agricultural plants damaged by particular gidisteases, namely: cereal
ground beetle Zabrus tenebrioidgs frit fly (Oscinella fri), wheat bulb fly
(Phorbia coarctaty, gout fly (Chlorops pumilioniy thrips {Thrips), leaf miners
(Agromyzidag leaf hoppersCicadellidag, cabbage stem flea beetRsylliodes
chrysocephalp cabbage gall weeviQgutorhynchus pleurostigia

Because of longer than usual autumns and wintetfsouti frost and snow
agricultural plants can be damaged by snails, nmheat rodents, birds and
games.

On the other hand long, warm autumn and winter edsate favorable devel-
opment conditions for bacteria, viruses and funbicw can reduce hibernated
stages of pests/diseases.
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RESULTS

Climate changes affect the length of vegetativéogewhich is prolonged by
one month due to warmer autumn. For example Octd@rember and Decem-
ber 2006 were the warmest months in last 50 yeessa result in the last few
years the harmfulness of the agrophages of smalioguic importance has in-
creased and their significance can alter.

Moreover the harmfulness of some economic signifieggrophages has been
increasing therefore their harmfulness is monitaneeloland.

Due to warm and long autumn harmfulness increasesinyears has been ob-
served for:

e Zabrus tenebrioides cereal ground beetl®scinella frit— frit fly, Phor-
bia coarctata— wheat bulb fly,Chlorops pumilionis- gout fly, Thrips —
thrips, Agromyzidae- leaf minesAphididae— aphidsCicadellidae— leaf
hoppers, rustf-usariumspp. andSeptoria nodorum- septoria leaf spots
— on cereals,

* Psylliodes chrysocephalacabbage stem flea beethalia colibri — co-
leseed saw—flyPhorbia brassicae- cabbage root flyAlternaria spp. —
alternaria diseases

* onrapes,

* Ustilago maydisOstrinia nubilalis— european corn boredscinella frit—
frit fly, Aphididae— aphids,Thrips— thrips,Diabrotica virgifera— west-
ern corn rootworm — on maize.

Cereal ground beetl&@ébrus tenebrioides} the larvae (Photo 1) feeding was
observed even in December 2006. Information aldwatt pest harmfulness were
collected from seventies last century — in 1976ally, near by Lublin even 30%
damaged plants was noticed. In eighties cerealngrdeeetle occurrence de-
creased and in nineties increase again. More th&hdamaged winter cereals in
1993-1995 were observed near by Krakow, Katowigeol® Chetm (south part
of Poland). Since 2000 higher incidence of the pest been observed around
Pozna, Leszno, Legnica, Wroctaw, Zagtoand Chelm.

In autumn frit fly Oscinella fri) infects winter cereals, moreover as a result of
global warming there are four generations withipear. In 1970, around Rzeszow
8,1% infected winter cereals stems were obsermetdT1 around Koszalin — 5,2%,
in 1976 11% near by Pozindn eighties in some regions of Poland frit flyinéul-
ness increased, namely: 1985 — around Chetm 2586ténf winter cereals stems
were observed; 1988 — around Lesznol15%; Walbrzyth 3%; Przem§ — 31,3%.

In nineties frit fly harmfulness decreased — 198toctaw — 14,3% infected stems;
1995, Krosno — 8%. In last few years, harmfulndsthe pest has been increasing



112

again: around Jelenia Gora in 2002 70% infectechsteee noticed and near |
Wroctaw 30%.

Photo 1.Larvae of cereal ground beetZabrus tenebrioides)

In autumn there has been additional infection okathbulb fly Phorbia
coarctatg observed in winter cereals. Long vegetation seasautumn and \n-
ter gives rise to increased infection of gout fChlorops pumilioni), thrips
(Thripsg) and leaf minesAgromyzidag Information about pests occurrence
harmfulness were collected since 1970, pests wesereed commonly but vh-
out economic meaninSince 2000 their harmfulness has been increa

Thrips —2000, around Siedlce 19% infected stems, Bydgo2%é4; 2002—
Jelenia Gora 20%, Bielsko Biata 30%, Biatystok 4

Leaf mines 2000, around Sieradz 9% infected stems, Katowiéé; 2ZD02—
Pozna and Piotrkdéw Tryb. 10%, Bielsko Biata 6%, Biatyst#B%

Other pests which caused significant yield lossdast twenty years were: sad
gall midge Haplodiplosis equest)) (Photo 2) —monitored from 1984, grain apf
(Sitobion avenge-monitorecfrom 1985 and cereal leaf beet@u{emaspp.) (Photo :
— monitored from 1991. Longer vegetation season fadmvelopment of aphi
and leaf hoppers generations which increase risk of viral disease infection
winter cereals. This species are tlest of economic value, therefore their hail-
ness is being assessed in the area of the whahérgc
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Photo 3.Larvae of cereal leaf beetlOulemaspp.)
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Winter oil seed rape is threatened cabbage stem flea bee{|Esylliodes
chrysocephalpthat is resistant to low temperatures. In casearim autumn it:
activity and harmfulness increases. Similarly, inuann there were observen-
creased number otabbage gall weevilCeutorhynchus pleostigmi), coleseed
saw-fly (Athalia colibri) andcabbage root fl{Phorbia brassicagin winter see
rape. Their activity and damages were observed evBiovember. The larvae
cabbage root fly damage the roots of winter sepé that weakness the pt
before winter season.

Winter cereals and seed rape infections in auturanttee main reasons
contaminated seeds material in spring and sumrngivés rise to extendeds-
eases occurrence.

Photo 4.Brown rust Puccinia recondit) on winter wheat

Climate warming in spring and summer seasons gsulhcreasing quantit
of some cereal diseases and pests such as brot(Puccinia recondit) (Photo
4), powdery mildew Blumeria gramini} (Photo 5), fuzarium diseases on ¢
(Fusarium spp.) (Photo 6), septoria leaf spoSeptoria nodoruiy tan spo
(Drechslera tritic). There has been several symptoms of alternasieadesAl-
ternaria alternata infections on seed rag
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Photo 6.Fuzarium on winter wheat ealFusariumspp.)
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As it comes to maize, higher temperatures in spaimg) summer favor inc-
tion conditions for common smuUstillago may} (Photo 7) and therefore |
more frequent occurrence. Common smut occuparticular in regior affected
with severe drought. Dry winds enhance the sporayspy. The number of sc
pests increased in maize (contamination can leathtdation destruction

Photo 7.Common smutstillago may) on maize

In additionaphids and thrips feeding in drought season casecfading ir
maize. Maize producers should be aware that glelaming can lead ton-
creased corn ear worrHelicoverpa armigerapcontamination. In Polai in order
to prevent the spread of western corn rootwoDiabrotica virgifere) the af-
fected plantation is qualified for quarantil

On the base of obtained results from 2008 (agraghabserved according
“detailed registration”) and last 18 years it candaid that in Poland decreas¢
incidence of majority of pests/diseases is obseriteid a result of few factor:
better knoviedge about pests/diseases and their control,rbattévars and o
course climate change

Harmfulness analysis in 2008 showed that some pestgliseases werb-
served in higher incidence (more than 10% of damhagfected plants/sten
buds), namelypowdery mildew on winter wheaBlumeria gramini}, late blight
(Phytophthora infestal) and colorado leaf beetledptinotarsa decemlinez) on
potatoes, cercospora leaf s— Cercospora beticolandbean aphid Aphis faba
on sugar beetsape blossm beetle {eligethes aenedon rape, downy milde
of cucumber Pseudoperonospora cuber and apple scab Menturia inaeqa-
lis (Walczaket al. 1998)
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Powdery mildew on winter wheaBlumeria gramini$

Average harmfulness in years 1991-2008 is 25.6egfted stems. Since 2002 aver-
age disease incidence for Poland is below mang gearage (Fig. 1). Map 1 shows re-
gions where more than 20% infected stems by powiéalgw were observed.

Late blight on potatoe$®fytophthora infestais
Average harmfulness in years 1991-2008 is 47% tetepotatoes plants. Similar
to powdery mildew, since 2002 average disease encel in Poland is below
many years average (Fig. 2). Map 2 shows regiorerevmore than 40%, even
60% of potatoes plants were infected by disease.

Blumeria graminigDC.) Speer

2008 Biumeria graminis (DC.) Speer
1991-2008
LEGEND:
% of infected winter wheat stalks
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Map 1. Percentage of winter wheat stalks inFig. 1. Winter wheat stalks infected by powdery
fected by powdery mildewB{umeria graminiy mildew Blumeria gramini¥in 1991-2008
in 2008

Phytophtophthora infestan@®lont.)de Bary Phytophthora infestans (Mont.) de Bary
2008
1991-2008
BN . LEGEND: % of infected potato plants
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Map 2. Percentage of potato plants infecteig. 2. Potato plants infected by late bligHehly-
by late blight Phytophthora infestansn 2008 tophthora infestarjsin 1991-2008
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Colorado leaf beetld_éptinotarsa decemlineata)

Since 2003 decrease of average percent of damagatb plants is observed
(Fig. 3). In 2008 11,3% damaged potatoes plant® weticed. There were re-
gions in Poland with higher colorado beetle harmdgk (close to many years
average — 24.1%) — Map 3.

Cercospora leaf spo€ércospora beticola)

Average harmfulness of disease in years 1991-2008.4% infected sugar beets
plants (Fig. 4). In 2008 average for Poland wa3%6infected plants but in some
regions one could observe higher than many yeasade incidence, even 50-
77.3% — south-east part of Poland — Map 4.

Leptinotarsa decemlineatday

2008 Leptinotarsa decemlineata Say
LEGEND: 1991-2008
.
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Map 3. Percentage of potato plants damage Fig. 3Potato plants damaged by colorado b
colorado beetld gptinotarsa decemlinegtan 2008 (Leptinotarsa decemlineatin 1991-2008

. Cercospora beticola Sacc.
Cercospora beticol&acc P

2008 1991-2008
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Map 4. Percentage of sugar beet plants infected Byg. 4. Sugar beet plants infected by cercospora spot
cercospora spo€ercospora beticoldn 2008 (Cercospora beticoldn 1991-2008
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Average harmfulness of bean aphid in years 1998-20010.2% damaged

sugar beets plants (Fig. 5). In 2008, first tinmnfrfive years average for Poland
was higher than many years average. Map 5 showsnsewith bean aphid inci-
dence higher than 30% infected plants.

Rape blossom beetl®éligethes aenelis
Average harmfulness in years 1991-2008 of rapesblosbeetle is 12.2% dam-
aged rape buds (Fig. 6). In 2006 average for Poleasl 10.6% damaged rape
buds but in some regions one could observe hidiear many years pest inci-

dence (Map 6).

Aphis fabaeScop
2008
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Fig. 5. Sugar beet plants damaged by bean ¢
(Aphis fabagin 1991-2008
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Fig. 6. Winter rape buddamaged by rape blos-
som beetleNleligethes aenedién 1991-2008
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Downy mildew of cucumbeiRseudoperonospora cubensis)
Average harmfulness of disease in years 1991-2032.4% infected cucumber
plants (Fig. 7). In 2008 average for Poland wa8%/infected plants but in some
regions one could observe higher than many yeaeade incidence, even 63% -
south-east part of Poland - Map 7.

Apple scabVenturia inaequalis)
Average harmfulness in years 1991-2008 is 23.2%fetted apples. Since 2001
average disease incidence for Poland is below rpeags average (Fig. 8). Map 8
shows regions where more than 40% infected applepjle scab were observed.

Pseudoperonospora cuben@erk. Et Curt.)
Rostovzev — 2008

Pseudoperonospora cubensis (Berk. et Curt) Rostovzey
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Map 7. Percentage of cucumber plants in-  Fig. 7. Cucumber plants infected by downy mildew of
fected by downy mildew of cucumbd?geu- cucumber Pseudoperonospora cubensi;n 1991-
doperonospora cuben$im 2008 2008

Venturia inaequaligCooke) Aderh. Venturia inaequalis (Cooke) Aderh.
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Map 8. Percentage of apples fruits infected b¥rig. 8. Apples fruits infected by apple scadep-
apple scab\(enturia inaequalisin 2008 turia inaequali$ in 1991-2008
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CONCLUSIONS

1. Some present and further changes regarding theoetonmportance of
the agricultural plants agrophages as a resultiofte changes/global warming
are observed.

2. In Poland observation of economic significant appages enables to as-
sess the health condition of the agricultural damd also determine the changes
in the quantity of particular agrophage speciestédeer it helps to determine the
changes in pests and disease occurrence.

3. Further study on biology and morphology of new spstcies will enable
to determine the prevention methods of their halmefss.
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9. CUMULATIVE DEGREE-DAYS AS AN INDICATOR OF AGROCE
MATIC CONDITION CHANGES IN THE WIELKOPOLSKA RE-
GION.

IMPLICATIONS FOR CODLING MOTH DEVELOPMENT

Radostaw Juszczak, Jaceksihy, Tomasz Serba, Janusz Olejnik

Agrometeorology Department, Poznidniversity of Life Sciences
ul. Pigtkowska 94, 60-649 Pozfa
e-mail: radjusz@au.poznan.pl

INTRODUCTION
Degree-days concept and applications

The concept of “heat units” or “thermal time”, ialation to plant develop-
ment rate, was introduced first by the Reaumur 851 Since that time many
methods of calculating heat units have been appliedessfully in the agricultur-
al sciences, mainly for description and predictidrspecific phenological devel-
opment events of plants and poikilithermic inveré® species (insects & nema-
todes) as well as building population dynamics n®@eg. Gilmore and Rogers
1958, Allen 1976, McMaster and Wilhelm 1997). Thare a lot of models pre-
sented in literature describing the phenologicapomse of a specific species to
temperature (e.g. Kramet al. 2000). The modeling approaches are often differ-
ent, but most models are based on temperature rg@egzet al. 2001).

Developmental rates (1/time to develop) of planis iavertebrates are assumed
to increase approximately linearly as a functionteshperature (from a lower to an
upper threshold temperatures, if specified), arad beits are a measure of the time
duration at various temperatures (e.g. Roleichl. 1999, Syndeet al. 1999, Bon-
homme 2000). Therefore, heat units expressed asedbgurs or degree-daydLy),
which are an accumulated product of time and teatper between developmental
threshold for each hour/day, are commonly usedusmiify phenological develop-
ment (often called as “physiological time”) of akomentioned organisms (Allen
1976, Baskerville and Emin 1969, Roltsthal. 1999, Syndeet al. 2001). Although
nonlinear developmental rate models are commogaiibased degree-days models
have been proved to provide much better prediceygability in the field conditions
(e.g. Roltsctet al. 1990, Hochbergt al. 1986, Faret al 1992). However, regardless
of calculation method, degree-hours/days are mewvee than only estimates of deve-
lopmental time (Higlewt al. 1986).

One degree-hour is observed, when the air temper&uwne degree above
a lower threshold temperature for 1 hour (Snyeteal. 1999). It is assumed that
the development rates of considered organismsnargnificant below the speci-
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fied lower temperature threshold and above an utiweshold (defined for some
organisms, when no further increase in developmatets is expected). In such
a case, the number of degree-hours equals thevebisair temperature minus the
lower threshold temperature, only when the air terafure is more than one de-
gree above lower threshold temperature and belgeerughreshold temperature
for 1 hour. Degree-days are calculated as the tmtaiber of degree-hours for
a day, divided by 24. As a consequence, a bigdfareince between air and lower
threshold temperatures implies more degree-daydastdr developmental rates
(Snyderet al. 1999). Therefore, the number of days needed fogthwth or phe-
nological development of plant and invertebratecesedecreases at higher tem-
perature (Cesaraccat al.2001).

Degree-days values are estimated with the greatesiracy only when they
are calculated based on the hourly weather dateertieless, in most cases when
hourly data are not available, the daily maximuii.§ and minimum T, tem-
peratures are used to estim@t® by approximating diurnal temperature curves
(Snyderet al. 1999). The calculation of degree-days based omldilg min/max
temperatures relies on the assumption that a deityerature profile can be
represented by a specific geometric shape (Roéiseh 1999). Therefore, varie-
ty of methods with varying degrees of complexitwddeen developed to ap-
proximate diurnal temperature curves and to estirbdd (Cesaraccicet al.
2001). Several most commonly used methods of detpge estimation were
compared and evaluated by Roltsethal. (1999). The results of their analyses
showed that the single triangulation and sine-ware¢hods should be preferred
for DD estimation, as they are less complicated thanr atiere sophisticated
methods, giving very satisfactory results (in corigmn to degree-days calculated
based on the hourly data). In a sine-wave methual single symmetrical sine-
wave curve is fitted to the daily curves of tempares (Baskwerwill and Emin
1969, Allen 1976, De Gaetano and Knapp 1993, Rodtsal 1999, Yinet al. 1995).
This method is recommended to be applied at fieflitions for estimation of de-
gree-days (Pruess 1983, http://www.ipm.ucdavis)edu/

Climate change vs. pests occurrence

Insects are the most diverse class of organisntheikarth. Because insects
have mostly detrimental effects on natural ecosystand human, more and more
studies are concentrated on the potential impacthef global environmental
changes onto them (e.g. Harringttnal. 2001). This is known that the climate is
the dominant factor determining the distributiand abundance of most insect
species (Sutherst 2000). The habitats of insealssarvival strategies are
strongly dependent on local weather conditions, amdessentially sensi-
tive to temperature as they are cold-blooded. tasespond to highegmper-
ature with increased development rates and less lighween generations (Rosenz-
weiget al 2001).
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Over the last 100 hundred years (1906-2005) tHeabmverage temperature has
increased by 0.7€. The linear warming trend over the 50 years fi@%6 to 2005
(0.13°C per decade) is nearly twice that for the y®ars from 1906 to 2005, while
the eleven of the last twelve years (1995-2006kedramong the twelve warmest
years in the instrumental record of global surfeaperature (since 1850) (IPCC,
Climate Change Synthesis Rep2007). These facts need to be taken into account at
any discussions related to pests and their impactgosystems, as the temperature is
the key environmental driver of insect’s developtifery. Edelson and Magaro 1988,
Harringtonet al. 2001). The predicted temperature change will definincrease the
cumulative degree-days values (Bergainal. 2006). Through the temperature and
DD changes, the climate changes are strongly affgtttminsects’ phenology, physi-
ology and spatial distribution (e.g. Harringtenal. 2001, Yamamura&t al 2006).
Warming conditions will affect insect populationg éxtending the growing season,
altering timing of emergence, increasing growth aedelopment rates, shorting
generation times and consequently increase the eunfbgenerations, reducing
overwintering mortality and consequently increassct populations in subsequent
growing season, increasing risks of invasion byramigpests and altering their geo-
graphical distribution (Porteat al. 1991, Sutherst 2000, Rosenzweig and Hillel 1998,
Rosenzweiget al. 2001, Strand 2000, Bergagt al. 2006, Olfert and Weiss 2006,
Trnkaet al. 2007). Many species have already responded to wgroainditions that
have occurred over the last century. For exampbet B al. (2003) reported that
changes in spring timing of events (breeding, biogjnoccurred 5.1 days earlier per
decade. While, observed warming trends, for exanmplkie Canada and U.S. led to
earlier spring activity of insects and proliferatiof some species, such as the moun-
tain pine beetle (Crozier and Dwyer 2006, IPZID7). Importantly, increased cli-
mate extremes may promote also pest outbreaks€®rdig2004, Gar004).

Considering above, the main goal of this papewnigdtimate how the ob-
served climate changes over the last 34 yearsgaffected the timing of some
pest (e.g. Codling Moth) appearance in the soutipam of the Wielkopolska
Region (Poland). The degree-days are calculatgdet®ent1) trends of changes
of their cumulativeDD values, an®) to estimate dates of appearance of some
development stages of selected pest, in the paspesent climate conditions,
and 3) to proved that the cumulated degree-daysesadnalyzed over longer pe-
riod can be used as an indicator of agroclimatr@dmn changes.

METHODS

Degree-days calculation

Considering the above mentioned recommendatidProéss (1983), the sin-
gle-sine method was applied within our study fogrée-days estimation. The
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single-sine technique uses a day’s minimum and maxi temperatures to pro-
duce a sine-wave curve within a 24-hour period, treth estimates degree-days
for that day by calculating the area between tHene@ temperature thresholds
(lower and upper) and below the curve (Baskenahd Emin1969,Allen 1976,
Zalom et al. 1983). This method assumes the temperature cursgmsnetrical
around the maximum temperature (Fig. 1).

.........................
-----------

¢ /
: J
Cemppsmes

Time

Fig. 1. The graphic interpretation of single-sine metheddifor approximation of daily temperature
curve and estimation of degree-days (basedhtp://www.ipm.ucdavis.edi/

Formulas used for degree-days calculation for 2d¢<hperiod are different and de-
pends on if and where a sine curve is interceptadrbperature thresholds (Tab. 1). In
our study degree-days were calculated based oir tengerature measured at 2 m
above surface. For all degree-days calculationswer| temperature thresholds of
0.0°C and 10.8.C were utilized. The 10°G threshold is commonly used in many
studies, as this lower threshold temperature igeseptative of many insect species
(Preuss 1983), for instance, for Codling MaBydia pomonelld..), which has the
greatest potential for damage of any apple pekesupper temperature threshold for
Codling Moth is 31.9C (http://www.ipm.ucdavis.edu).

It was assumed that there are no upper tempethatasholds in all calculations
(with Ti,w 0.0°C and 10.6C) done in our analyses, besides the degree-dtiymtisn
carried out for Codling Moth, where tfig is defined (31.2C). In such a case, when
the upper threshold is utilized, the horizontataffitmethod was applied, to subtract
the area between above the upper threshold andwive, from the area above the
lower threshold. This cutoff method assumes thatldpment of the insect continues
at a constant rate at temperature in excess oiper threshold and is not increasing
or stopped above this threshold (http://mww.iprdaxis.edu/).
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Table 1.Formulas used for degree-days calculation (basethttp://www.ipm.ucdavis.edu/)

No

Formulas

Timax> Tu,
Tmin < TLow
Sine curve is
intercepted
by both
thresholds

pp = 2{(TextTmin 7, ) (6, — 6,) + alcos(6;) — cos(6,)] +

(Ty = Trow) (g - 92)}, were:
Tmax + Tmi
sin-1 [(TLow _ tmax . mm) - a]

sin™! [(TU _ Tnax & Tonin ; Tmin) + a]

912

6,

Trax> Tu,
Tmin > TLow
Sine curve is
intercepted
by upper
threshold

D = H{(Z 2 1,,,) (0, +2) 4 (T~ T (30 -
[ec cos(6)]},

where:

T, + T
6, = sin~?! [(TU - M) - a]

2

Thax< Tu,
Tmin < TLow
Sine curve is
intercepted
by lower
threshold

DD = (i) () e o0,
where:
6; = sin™1 [(TLOW - _Tmax -zl- Tmin) N a]

Tmax< Tu,
Tmin > TLow
Sine curve is
between both
thresholds

Thax< Tu,
Tmin < TLOW
Sine curve is
completely
above both
thresholds

DD = TU + TLOW

Tmax& Tmin

< TLow

Sine curve is
completely
below both
thresholds

Where:

T — Upper temperature threshold
Tow— Lower temperature threshold
Trax— Maximum daily temperature
Thin— Minimum daily temperature

o = (Trmax— Tmin)/2
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Codling Moth (Cydia pomonelld..) ecology and modelling parameters

The larva of the Codling Moth is the famous "womtlie apple" of vernacu-
lar fame. Left to only natural controls, the Codlikloth can infest even 90 per-
cent of an apple crop. The primary means of cdimigpthe codling moth is one
to four insecticidal cover sprays over growing seagf\ppropriate timing of cov-
er sprays is a critical factor in obtaining adegquedntrol of the Codling Moth
with minimum insecticide usage (Brunner and Hoy8 )9 This is very important
to control the development of the Codling Mothtlds insect is able to produce,
dependently on the climatic zones, even up to 8akations during one year (in
Poland up to 2 generations). Pupation of winteadrpillars begins at an average
daily temperature of 10°C, and it takes 1-2 monkheass pupation coincides with
flowering of early varieties of apples. Flight aiago occurs in spring at tempera-
tures not lower than 16-17°C, and starts to bélssoon after flowering of ap-
ple, reaching a maximum in 2-3 weeks during thenfdion of seed-buds. Moths
of a 2 generation appear usually during the flight of theths of a T genera-
tion. Therefore, all stages of the pest developnmeay be observed in nature
(http://www.agroatlas.ru/en/content/pests/Cydia_poefia/).

To approximate the time, when the Codling Moth wélach a particular de-
velopment stage during the growing season, theededgys method is most often
applied by orchardists. Degree-days necessanhéestimation of development
stages of Codling Moth are most often calculateskan the single sine method
with horizontal cut-off technique (Brunner and HA@87).

Experimentally was proved that the first flightsimiago are observable when
cumulative degree-days values reach about 110D3@his is so called Codling
Moth model BIOFIX which is defined each season dsadogical cue used to
initiate the modelling to define the dates of cavgisprays), while 50% of moths
flights happened wheldD are about 230-250, when calculated since beginpifing
the year (this is also the time when the firstd@rare hatching from eggs and first
cover sprays needs to be applied). The first géinaraf Codling Moth requires
about 600D to finalize its development, while the first motflights of a 2°
generation appears when cumulative degree-dayh G5@67@D. When, how-
ever, degree-days values reach 1200-DEBGbout 95% of larvae of &ener-
ation is already hatching. That means, this idygaissible that the imago moth
of a 3% generation will start to be active at this timéhié air temperature is above
16°C (Brunner and Hoyt 1981, 1982, 1987). Degree-dagsestimated in such
studies based on temperatures express¥el in

In our paper we calculate cumulative degree-daysegafor the whole 34
years period since 1972-2005, for both lower thokishT,,, 0.0°C and 10.6C in
the way described above, and then we looked fod#tes when 110D, 230D,
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650DD and 120@D were reached, to estimate the time of appearingesteve-
lopmental stages of the Codling Moth (as descrddsul/e).

The 34 years temperature data were taken from tivewf station of the
Polish Academy of Science (southern part of thelkUlska Region).

RESULTS
Air temperature changes

The average annual air temperature of the Turetiostaquals 8.9°C. How-
ever, in the coolest 1980 year the average temperatf the year was 7.0°C,
while in the warmest 2000 year it reached a vafu€06°C. The distribution of
an average yearly air temperature over the wholgea4s period, since 1972 till
2005, is presented in Figure 2.
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Fig. 2. Histograms of an average annual air temperafarahe Turew station over the period
1972-2005

The average yearly air temperature increased teewhole period at 0.5G
per decade. These temperatures changed frdi@ 8141972 till ca. 9.%C in 2005
(calculation based on the linear equation trendjwéier, the observed linear
warming trend was much more significant for theigukrfrom April till June
(three most important months of a growing seasamenWielkopolska Region),
when temperature increased about two times fabtmn for the whole year
(0.57C per decade) (Fig. 3, Tab. 2). These temperatages are assumed to
have essential influence onto the rate of manyt@aecies and pests develop-
ment over the growing season.
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Fig. 3. Average annual air temperature and average tenuperaf --months periods from April t
June for the period 1972005, Turew station (southern part of the WielksgalRegior

Degreedays values change

Considering abovmentioned temperature changes it was interestichdok
how the cumulated degi-days values are changing over the whole 34 yee-
riod. Degreedays were calculated based on the assumptionhddwer tempr-
ature thresholds are °C and 10.8C. In these calculations we did not estab
any upper temperature thresholds. All analyses warged out based on cr-
ter's cumulated degr-days values.

The maximum cumulated deg-days values reached 392D in the yeal
2000, when they were calculated T, = 0.0°C (average for the whole 34 ye:
period is 347DD). While, forT,,= 10.0C, the degreelays exceeded 13DD at
the end of the year 2003 (average IDD) (Tab. 2). In both cases, the de(-
days increasing linear trends were observed 0w seasons and the whole y
and they were statistically significant for the @ed, third and fourth quarters.
the first caseTw = 0.C°C), cumulated maximum degreeys values (at the el
of the year) increased over the whole period atrétte of 1.7DD per decade
while in the second examplT,,, = 10.0C), they increased at aboutDD per
decade (Fig. 4 and 5). These trends and changesaflated degr-days value:
needs to have an essential effect on a phenolopgsié and plant
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Fig. 4. Degree-days values cumulated till the end of epeliter of each year fdf,,=0.0°C and for
the period of 1972-2005, Turew station (southemh piethe Wielkopolska Region)
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Table 2 Main statistical characteristics of the analy#dperature and degree-days series for the
period of 1972-2005

Average air
Yearly
. temperature
average air year :
for period
temperature .
April-June
MIN 7.0 1980 10.6 1980
MAX 10.6 2000 15.3 2000
AVERAGE 8.9 12.8
STAND.
0.9 11
ERROR
‘a’ parameter 0.033 0.057
Trend signific- . -
significant significant
ance
LOWER TEMPERATURE THRESHOLDT,,,= 0.0°C)
1% quarter year 2”dquarter year 3 quarter year 4t quarter year
MIN 53.4 1996 1079.6 1980 2510.7 1980 3006.0 1980
MAX 513.9 1990 17394 2002 34525 2002 3920.9 2000
AVERAGE 250.9 1419.3 2986.8 3471.0
STAND.
96.9 157.2 222.3 225.6
ERROR
‘a’ parameter 1.282 6.452 11.223 11.753

Trend signific- NOT signif-

. significant significant significant
ance icant

LOWER TEMPERATURE THRESHOLDT(,,, = 10.0C)

1% quarter year 2”dquarter year 3 quarter year 4t quarter year

MIN 0.0 1996 257.6 1980 792.6 1980 842.2 1980
MAX 47.7 1990 556.6 2003 1358.0 2003 13729 2003
AVERAGE 10.5 385.5 1046.4 1100.6
STAND. 9.0 74.4 140.6 138.8
ERROR
‘a’ parameter -0.062 3.110 7.396 7.993

Trend signific- NOT signif-

. significant significant significant
ance icant
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Changes of appearance dates of some developmentages of Codling
Moth (Cydia pomonelld..)

To estimate the appearance of some developmeaggssof Codling Moth, de-
gree-days were calculated basedTgp=10.0C, andT,=31.FC. Fourth stages of
development of Codling Moth were selected and aedlased on the cumulative
degree-days value$) first flights of imago moths of a®lgeneration (11DD); 2)
flying of 50% of imago moths of a'Igeneration (23DD); 3) first flights of imago
moths of a 2 generation (69DD); 4) 95% of larvae of a"2 generation is hatching
and possible appearance of imago moths &fgeBeration (12a0D).

All of the above mentioned development stages ®fGbdling Moth were ap-
pearing earlier from year to year (Fig. 6 and ®cteasing trend of dates when these
development stages can appeared are significaististdly. According to our study,
the first flights of imago moths were appearindieaat about 4 days per decade
within analyzed 34-years period, starting at ald@2 day of a year (DOY) in 1972
and finishing at about 130 DOY in 2005, in averagd 37 DOY (Fig. 6, Tab. 3).
50% of imago moths flights were appearing at a6udtDOY in 1972 and at the end
of analyzed period they appeared at 152 DOY (imageeat 159 DOY), that means
about 4 days earlier from decade to decade. Watsst® be most important, however,
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—o— Day of a year when cumulated degree-days value=eeecl 110 DD
m— Day of a year when cumulated degree-days value=eeed 230 DD
—e— Day of a year when cumulated degree-days valueseerdl 650 DD

Fig. 6. Days of a year when cumulated degree-days valgs10.0C) reached specified thre-
shold values (110D, 23MD, 65MD) and some developmental stages of Codling Mothapan
pear, for the period 1972-2005, Turew station (seurt part of the Wielkopolska Region)
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120MD, when theoretically'3 generation of Codling Moth can appear

Table 3.Main statistical characteristics of analyzed detdes of a time when some degree-days
thresholds were reached in the period of 1972-Z008w station)

Day of a year when cumulated degree-days valueteda
110D year 230D year 650D year 1200D year

MIN 120 2000 138 2000 194 2002 242 2003
MAX 159 1980 175 1980 242 1980 299 1989
AVERAGE 137 159 214 270
STAND.ERROR 8,1 9,3 11,3 19

"a" parameter -0.37 -0.40 -0.57 -1.03

the 29 generation of Codling Moth were appearing abatiys earlier per decade (at
about 225 DOY in 1972, and at 205 DOY in 2005)sTdhange could have probably
essential influence on apple orchards managemectiqas, as orchardists will have to
take much more attention on possible appearare&@®fjeneration of Codling Moth
than e.g. 30 years ago, as this could have ecormmmizquences.

According to our studies, there is only little chario develop a"3generation
of Codling Moth in the Wielkopolska Region. Withine analyzed series of data
there were only 8 years, when cumulated degree-dalgsilated between thre-
sholdsT,,=10.0C andT,= 31.PC exceeded 12@D (Fig. 7). However, four of
these years occur within 5 years between 1999-2D0&.linear increasing trend
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of days when 120D were exceeded is statistically less significaat,the trend
is visible and it has to be assumed that Etidsthreshold will be exceeded in fu-
ture much frequently than before. Of course, thieghold is reached definitely
too late (the average air temperature can be toptm develop the '3 generation
of Codling Moth, but theoretically this would happeossible in future.

DISCUSSIONAND CONCLUSIONS

Analyzes carried out within our studies, on exangblene 34-years temperature
series from Turew station in southern part of thielkgpolska region, confirm the
globally observed climate warming trend. Howeveseems that the observed tem-
perature changes over time are getting about Ztigger per decade in the Wiel-
kopolska Region, than the average global lineamivay trend reported in the IPCC
(IPCC, Climate Change Synthesis Re@@®7). Nevertheless, we would like to em-
phasize that the rate of temperature changes wasiggest for the first part of the
growing season (April, May, June), what could hessential influence for instance
on growing plants, pests, and as a consequenck marsgement practices (Sow-
ing dates, covering spraying etc.). Spring seasogeiting warmer and warmer
decade per decade and this will definitely afféet physiology and phenology of
different pests, what have been already reportddoeedicted for example by Por-
terat al. (1991).

Our results confirm that the pests developmentegedding on temperature
changes and some stages of insects developmeappaar much earlier in present
climate conditions than e.g. 30 years ago. The tatetidegree-days values were in-
creasing over analyzed period and statisticallygaténg bigger and bigger year by
year, analogous with observed temperature cha@gesequently, the key thresholds
of cumulated degree-days values, determining tpeampnce date of some develop-
mental stages of pests, were reached much eartietime, even 4-6 days earlier per
decade in case of Codling Moth. This trend is reagent with the results reported for
example by Roott al. (2003). This change needs to be taken into acdgufarmers,
orchardists and farmers advisors, as in the pestidimate conditions (when average
annual temperature will increase at few degreesiu@gl these changes will accelerate
atiming of pests appearance on crops. That makassome protective actions (e.g.
covering sprays) will have to be taken earlier thefiore.

Thanks to our analyses we proved that cumulatededegpys can be used as
an indicator of an agroclimatic condition changglis is very worthy to have
determined degree-days key-thresholds, for botht @ad pests most important
developmental stages, to better determine timirtheif appearance on field.
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INTRODUCTION

Global climate change is not only going to causeymatill difficult to identi-
fy processes in the natural environment and aduimyl but it is also going to
modify socio-economic processes and phenomenaskBand Blaejczyk 2008).
Climate scenarios for Poland forecast an increadtd concentration of green-
house gases in the atmosphere and air tempertigether with a higher or low-
er level of precipitation. This will facilitate agxtension of the range of cultiva-
tion of more thermophilous crops, while in the scaf individual plants evapo-
transpiration is going to decrease at an incre&@gcontent, water utilization
will be more efficient and the rate of photosyntbesill increase. Forecasted
climatic conditions will have a significant effemt the soil medium, stepping and
erosion processes as well as changes in the copmpiocture adapted to the
changed habitat. A significant effect on modifioas of crop production will be
found for relations between crops and their agrgphaWysziyski et al 2008,
Pradeep and Shane 2003).

The importance of weather conditions for the growtid development of
crops and their agrophages is well-known, thus ieguired to indicate necessary
adaptation activities to climate change in termplaht protection in Poland.

THE EFFECT OF CLIMATE ON DISPERSAL AND IMPORTANCE
OF AGROPHAGES

The incidence of agrophages is directly and indirelependent on climate con-
ditions, which determine the biology of organismd their behaviour and eventually
also the quantitative parameters of their populati@ecause of the great variation of
organisms in terms of species-specific responsesdigorological conditions, the
relationships between pests and weather are nceise to overall characteriza-
tion. The incidence of agrophages results also flmrinfluence of climatic pheno-
mena on other, biological, technological and secoromical factors, exhibiting a
significant effect on the economic importance ababages.
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Two main groups of factors are crucial in this exgp

1. Changes in cropping structure and crop properimduding species
composition of plants, the duration of their vegieta period, but also
plant morphology and physiology,

2. Changes in cultivation technologies, particuladignp protection, as well
as soil cultivation techniques and technologiesp @ultivation, fertiliza-
tion (especially foliar application of fertilizerajpd irrigation.

Potentially the fastest rate of conquering newtteres is observed for patho-
gens, followed by pests and finally weeds. The elego which a given pathogen
conquers a new environment is dependent on theanesrh of pathogen disper-
sal, suitability of the environment for dispersslirvival between seasons, and
physiological and ecological changes in the hoshtp{Ghiniet al 2008). How-
ever, even pathogens under climate change may t@ikeie unable to migrate
or adapt as rapidly as environmental conditionsi\ghg Garreet al. 2006). Fore-
casted spatial and time distribution of certainopbages may be followed based
on simulations. Cartegt al. (1996) using a simulation of climate change in-Fi
land presented probable trends in the dispersalrapdrtance of potato cyst ne-
matode Globodera rostochiensisand potato blight Rhytophthora infestans
These and other pioneering studies assumed constaaments in temperature,
precipitation, or other climate variables (Ghetial 2008).

In recent years a relatively large number of sitioitastudies have been con-
ducted on the dispersal of agrophages, based oeotitanuously improved Gen-
eral Circulation Models (GCM) and climate changersgios (Al, A2, B1 and
B2) of the Intergovernmental Panel on Climate Cla(i@CC), referring to the
forecasted emissions of greenhouse gases. Basbd GCM model Bergadt al.
(2004) presented the expansiorPtiytophthora cinnamomn oak. Salinaret al
(2006) investigated downy mildew of grape, causgdPiasmopara viticola
Evanset al (2008) simulated the dispersal of phoma stem exaegidemics on
oilseed rape in the UK. Several simulations studiese conducted in Brazil
(Ghini et al 2008), concerning black-sigatoka of banawigqosphaerella fijien-
sig), Meloidogyne incognitand leaf minerl{eucoptera coffeellafor the coffee
crop. Moreover, modelling of weed incidence is also dgved, which seems
particularly significant in case of invasive spacf€rossmaiet al. 2008).

Lipa (2008) pointed to the need to conduct such ehatldies in Poland.
A lack of detailed models of agrophage dispersah aonsequence of climate
change is going to reduce to a certain degreerd@gmon of adaptation activities
in terms of plant protection, although it will nchange its essence. In turn, for
many years now continuous monitoring of agrophagedence has been con-
ducted, which facilitates the recreation of charigdhe history of their incidence
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and importance (Walczak and Tratwal 2008). Obvipwsé need to take into
consideration changes in the spatial dispersagjaiphages, the intensity of their
occurrence as well as changes in their economioritapce. The penetration of
new invasive agrophage species to Poland is ir@&itavhile on the other hand it
is also true of other organisms, including paras#éed predators of these agro-
phages (Korbas 2008, Lipa 2008, Walczak and Tra®@8). Despite these
changes, yielding potential in Poland, belonginghi® continental north zones of
Europe, is also expected to increase, the samed being forecasted also for the
boreal and Atlantic central zones of Europe. A gty Jaczewska-Kalicka
(2008) indicates the effect of climate change andbality and yields of cereals
in Poland. The importance of problems resultingnfriie incidence of diseases
and pests as well as their control, is considereloet medium in the overall pic-
ture of phenomena resulting from climate changéglgset al 2007). At the
same time a high risk of increased crop hazarddbgeliseases, pests and weeds
is indicated in almost all parts of Europe, exdeptthe Alpine regions and the
Atlantic north zone. In a report prepared for thedpean Commission on Adap-
tation to Climate Change in the Agricultural Sedigtesiaset al 2007) the rela-
tionship between forecasted directions of changelasic climatic factors and
crop hazard by agrophages in Europe was presesiteda@vs:

1. a medium hazard of altered weed ecology with piatefar increased weed
competition with crops is related with an increiasthe amount of C¢)

2. ahigh hazard of losses caused by agrophagesiectad with precipita-
tion intensity intensifying the hydrological cycleyt with regional varia-
tions,

3. a high hazard of changes in the incidence of wegelsts and plant dis-
eases is connected with an increase in temperature,

4. a high risk of increased crop hazard posed by pestsnnected with wa-
ter stress.

CULTIVATION TECHNOLOGY, PLANT PROTECTION MEASURES
AND CLIMATE CHANGE

Prevention of water losses in soil will first of @hpose the need to apply
adequate cultivation technologies and techniquesinmiiing its reversal and
transport and this will have an effect on the iecice of pests, weeds and diseas-
es. This will result in better conditions and morensive incidence of agrophag-
es connected with this type of land use, genepahgnnial weeds and pests with
the development cycle extending over several yearsgrubs, wireworms and
secondary and soil-borne pathogens.
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Climate also has an impact on the action of plaotegtion products. The in-
tensity and timing of rainfall influence pesticidersistence and efficiency, while
temperature and light affect pesticide persistetmceugh chemical alteration
(Rosenzweiget al 2001). Under conditions of a warmer climate, pesay become
more active than currently and may expand theigggahical range, resulting in an
increased use of agricultural chemicals (Rosenzete#y 2001). A study by Chen
and McCarl (2001) showed that with an increasa@tipitation or temperature the
use of pesticides increased in corn, cotton, soylaeal potatoes, as evaluated in
several locations in the USA, while it decreasedeat.

Morphological and physiological changes in plafising a consequence of
increased C@concentration and drought, will have a significaffect on the
uptake, translocation and metabolism particularlgase of systemic plant protec-
tion preparations (Patterson 1995). Poorer effaiemay, among other things, re-
sult from an increase in the thickness of the djaiclar wax layer (Coaklegt al
1999) or increased leaf pubescence, which may estthecpenetration of substances
into plants. Studies by Zislet al (1999 and 2004) indicate a decreased efficiency
of the action of glyphosate at an increased Ieé@l. However, biological activity of
most pesticides increases generally with an iner@asemperature, although some
respond in an opposite way, e.g. insecticides ftwergroup of pyretroids. A higher
efficiency may also be a consequence of fasterkepth substances by plants at
a higher temperature or changes in the functioofrsgomata.

Drought is mainly the cause of a weaker actionodfapplied herbicides, due
to their reduced availability for the most susdalptistages of weeds. Water rela-
tions and temperature play a very important rolehia efficiency of action of
biological plant protection agents. Drought reduties microscale living scale
and effective action, particularly of microorgangseind eelworms. On the other
hand, torrential rains may wash out considerab&gqtions of populations of
these organisms from their habitats.

At an increase in temperature the daily period nagstantageous for plant
protection measures will be shortened, especiallgummer. The risk of photo-
toxic action and the drying rate of liquid dropldimiting the penetration of sub-
stances to plants, increase with growing tempezatur

ADAPTATION STRATEGIES

Climate changes occur relatively slowly; howeveme phenomena may be in-
tensified rapidly or even become extreme. In timg loun this makes it possible to
methodically and systemically prepare to these gém(MWyszyski et al 2008).



141

Wyszyaski et al (2008), after Riebsamet al (1995), expressed an opinion
that by adaptation of agriculture to climate chamgehave to understand "each
activity aiming at a reduction of negative or al@mcement of positive effects of
climate change". Adaptation activities may antitgpehe occurrence of certain
phenomena and their effects or they may an ex{gsgtonse to their occurrence
(Pradeep and Shane 2003, Adgeal. 2007).

From the point of view of farming systems we haagegorized three types of
adaptation options in the agriculture sector: manant, technical/equipment
and infrastructural (Iglesiat al 2007).

From the point of view of the time perspective Rigaand Shane (2003) dis-
tinguished three types of adaptation: short-teongiterm and irrespective of the
time role of climate change. In terms of plant pobion the most important short-
term adaptations include Farm Response and insuractuding also disasters
resulting from the epidemic incidence of agrophagm$ong-term — development
of new technologies and modernization, improvingevananagement; to those
independent of the time role of climate changevestment and accumulation of
capital, reform of pricing schemes, developmenbpén markets, and other re-
forms, adoption of new technologies, extensionisesy dissemination of climate
data, institutional planning and implementation.

Adaptation activities are planned for different adistration levels, local, go-
vernmental and private; they include science aadsfer of technology and in-
formation, and finally financial enterprises. Thage undertaken in all regions
worldwide (Adgeret al 2007). An example in this respect may be Finlaridg-
tional Adaptation Strategy, which includes actionghe public sector concerning
administration and planning, research and inforamateconomic and technical
measures as well as the normative framework, whaetask realized by the pri-
vate sector, i.e. farmers, includes implementabbmew cultivation methods,
cultivated crops and technology (lgles&sl 2007).

ADAPTATION STRATEGIES

Adaptation strategies in plant protection includehieir scope first of all ac-
tions minimizing forecasted hazard and losses tiagufrom the incidence of
agrophages, both in the short- and long-term petisjge

In the report to the European Commission Iglestaal (2007) presented an
assessment of adaptation measures with prioritidstianescale in terms of an
increased risk of agricultural pests, diseasesvea®ts. This study is based pri-



142

marily on adaptation actions proposed by Iglesiaal (2007) and Pradeep and
Shane (2003), supplemented with the author's casens.

Farm Response

Farmers have always carried out adaptive changéseto businesses based
on the weather and respond in the short-term lgria§f cropping, management
and other practices, also those connected witht jplartection. However, this is
unlikely to be enough to ensure that livelihooda ba sustained in the face of
climate change.

Crop Diversification and Changesin Timing of Farm Operations

Actions presented below in most cases do not gorkthe requirements of
ordinary good farming practice, being a pre-conditior the participation of the
farmer in the national agri-environmental program.

The selection of crop and changes in crop rotati@nthe primary causes for
adaptation action undertaken in terms of plantgmtain. Adequate crop rotation,
particularly mixed farming systems of crops andediock, are conducive of
spreading the risk of infrequent, and uncertairst @@d disease infestations. In
this respect a significant role is played by theiiiam extension of soil vegeta-
tion cover during the year, taking into considematcatch crops and forecrops.
Also planting hedges, tree plantings and otheroggchl areas enhance biodiver-
sity and resistance of the environment againstpges.

Cultivation measures undertaken in order to improkgsical properties and
structure of soil, resulting also in limitation lokses of water and organic carbon
in soil, being beneficial from the point of view plant protection. Such activities
include cultivation measures reducing aerationtanaing of soil, including deep
plowing, organic fertilization and application dffextive microorganisms. Sim-
plified tillage technologies also lead to negatogsequences, intensified inci-
dence of certain species of weeds, pests as wdlsaases — especially in mono-
culture. Such a condition requires the improvematillage technologies in
terms of minimization of these hazards in the ltgrga perspective - in crop rota-
tion. Significant benefits are also brought abowt rbodifications in sowing,
planting and cultivation measure dates, aimindgpatimitation of infestation with
agrophages, particularly pests and weeds, resutong changes in dates of their
incidence caused by climatic factors. A practicalrse of such information is
connected with continuously improved plant protatiprograms.

The selection of cultivars, which currently makeadssible to obtain the high-
est possible marketable yield and financial reswithin the applied cultivation
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technology, is the priority for every farmer. Adeas in breeding facilitate the
identification and selection of cultivars givingttee yields at higher tempera-
tures. Tolerance or resistance of crops to envieoral stresses will result in
healthier crops that are better able to resistads@nd produce improved yields.
Moreover, we may observe an increasing number ltivats selected towards
gaining resistance to diseases and insects anthettasing traditional breeding
methods, as well as genetic engineering. Genetidpukation may also help to
exploit the beneficial effects of G@nhancement on crop growth and water use
(Bolandet al 2004; Iglesiagt al 2007). The stability of resistance to pathogens
and pests may be reduced as a result of the imcteasnber of generations and
infection cycles during the vegetation season. Ty lead to a more rapid for-
mation of new aggressive pathogen forms (Coaklenl 1999), while on the
other hand it should lead to the development a$tasce monitoring.

Temperature control

It is a solution aiming first of all at the creatiof optimal conditions for plant
growth; however, thermostats and rapid cooling meysed to reduce pest and
disease infestation. In this application tempegfiar rather climate) control is
developed solely indoors.

Sustainable integrated plant protection products strategy

Improvement of programs of integrated agrophagéraband the application
of plant protection agents adequately to climatange is the basic task of effi-
ciently managed plant protection (Downiegal. 1997, Parryet al. 2000). Within
the framework of Integrated Pest Management (IPkégrams technologies of
weed, pathogen and pest control will be developetlimplemented, and their
intensity will increase with climate warming, padiarly: finding mare advanta-
geous conditions to ensure winter survival; reqgira higher thermal threshold
for development — species extending their rang@atand Qstrinia nubilalis
Diabrotica virgiferg or new invasive species; finding advantageouglitioms
for feeding in the period of extended autumn andlfy having a short develop-
ment cycle, producing many generations within a yeates, thrips, aphids, leaf-
hoppers, fungal and bacterial pathogens, insectebwiruses). Warming will
contribute to an increased competition between wead crops, while longer
periods of drought will enforce improvement of aohtechnologies of perennial
weeds, weeds with photosynthesis type C4, as \getlestain pests. Intensified
occurrence of less frequent, but heavier precipitavill more often make it ne-
cessary to reduce the effects of diseases connettednderground plant parts.
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In terms of the optimization of application of plarotection agents, different
aspects of application technology of plant protectigents and their assortment will
be further improved. It is generally expected that frequency of plant protection
measures within a year, e.g. in relation with esitamof the vegetation period.

The importance and improvement of foliar applicasioespecially in case of
herbicides, are expected to improve — in view efdlepening limitation of soil-
applied herbicides under drought conditions. Mosepvthe importance of
acaricides and insecticides is going to increasecdse of plants requiring
successive protection against disease (orchardsanmntal plants, some
vegetables, potato) the use of fungicides and beictes will increase, since
more advantageous growth conditions will resulfasted increments and as a
consequence the need to protect them. Developnfefdliar applications of
plant protection agents will be connected withrafits to reduce vehicle passage
and application of mixtures of preparations, pattidy in combination with
adjuvants, which will promote increased retentiard daster penetration of
substances to plants.

Moreover, knowledge on the optimal utilization afirhal weather conditions
will be improved and popularized in order to penfigolant protection procedures
with special emphasis on temperature and relativaidiity in view of properties
of a given plant protection agent and its sprayitiq

Programs aiming at the minimization of the riskagfophage immunization
will be implemented on a broader scale, taking idasideration the currently
available assortment of preparations and non-ch@miethods. This will be a
reaction to the increased frequency of performetgutures. On the other hand,
we may expect the realization of programs aiminthatminimization of ground
water and aquatic environment contamination byigess.

As far as the assortment of plant protection agestconcerned, the
importance of many biologically active agents (manganisms, nematodes,
insects, mites) and their application technologiésincrease due to the climate
conditions approaching the temperature optimum foeir development.
However, efficient application of biological plamrotection measures will
require the introduction of new comprehensive cpoptection programs and
frequently - professional support offered by adwsé&or reasons unrelated with
climate change, the proportion of pesticides posifigher threat for the natural
environment will decrease to the advantage of maare selective preparations,
with lower persistence in the environment. At tlaene time the assortment of
available preparations will be extended, makingassible to reduce negative
effects of water and thermal stress in crops.
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I mproving biodiversity and improving water management

Agroecosystems rich in terms of species composiiéer many direct and
indirect benefits for the farmer, such as e.g.ipalbrs and natural predators, as
they enhance the natural resistance of the envieahpreventing and weakening
the intensity of agrophage infestation dynamicse phmary role of the farmer in
this respect is to care for an appropriate crogtiat and maximum extension of
soil vegetation cover. Other actions creating &eticagroecosystem structure,
mentioned in chapter 4.6. are also recommendedc(gigral change, agro-
ecosystem balance and biodiversity), among whigbravement of local water
relations is one of the priorities. Developmentafn and country planning, aim-
ing at the enhancement of biodiversity at the negjiolocal and farm levels, will
also bring about limited susceptibility of the aiga system to climate change.

Insurance

The insurance system makes it possible to elimifiaéacial losses resulting
from climatic phenomena, first of all extreme irachcter. It may also prove ad-
vantageous to provide insurance related to epid@rféstation with certain agro-
phages, especially taking into consideration quaramrganisms.

Extension service

Efficient transfer of knowledge, information andokwhow in terms of long-
and short-term adaptation activities increaseskiham qualified adviser staff. In
plant protection the implementation and controaction of new, integrated crop
protection programs with the reducing utilizatiohpesticides require constant
cooperation between farmers and advisers. An gqumafiortant aspect is support
in terms of formation of an optimal farm infrasttuie with special emphasis on
biodiversity and management plans, ensuring suaekses applying for funds for
agri-environmental activities and loans from conerarinstitutions.

Research and information

The creation of efficient and detailed actionsamis of adaptation strategies
require integration of analyses, evaluations, fasex and simulation, as will as
verification of these actions in model systems angractice. One of the most
important final results obtained by farmers in terof plant protection will be
a sustainable program of agrophage control. In ¢esinconducted research on
primary problems of crop protection resulting fratimate change at least the
following issues need continuous improvement:
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IPM programs;
Recording and long- and short-term forecasts ob@upges and assessment of
their importance;
Models of agrophage dispersal;
National and international systems and servicesiwgron the incidence and
dispersal of agrophages during the vegetation ggrio
Solutions delaying penetration and dispersal of @gnophages in Poland and
minimization of their influence;
Assessment of suitability of plant protection meth@and measures under chang-
ing climate conditions;
Breeding of new cultivars;
Assessment and introduction to cultivation of néanpspecies;
Assessment of biodiversity and measures to enhiaince
Comprehensive adaptation strategies in terms oétteet of climate change
on plant protection in Poland still need to be tedaThey are not truly developed
in most European countries either. Great Britais ha adaptation program in
plant protection designed in view of agriculturahditions (Iglesiagt al 2007).
Legal and administrative actions
Climatic phenomena frequently cause catastroplsgel®, which minimization
IS possible thanks to the undertaking and maintemaf proactive adaptation
actions in local communities, regions and natiomwid

Thelocal and regional level

At the local and regional scale it seems advisablendertake actions in
biological, technical and information infrastruauthe creation of local town and
country development plans. A more local task igdalize actions enhancing
biodiversity and the natural potential of the eamiment to regulate quantitative
interrelations between populations. A more regidaak is to create or support
the establishment of commercial integrated systefsveather stations and
services providing data and forecasting inciderfcagnophages and conditions
conducive of plant protection measures as well asniwwg against extreme
phenomena.

The national level

In the Polish agricultural and environmental policgeems advisable to iden-
tify, as one of the strategic goals, the protectibthe national territory against
the adverse effect of climate change. Legal andradtrative actions in terms of
the adaptation of plant protection methods to dérezhange include first of all
the allocation and distribution of funds for resbarmplementation and support
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of local projects and the establishment or adaptatif respective legal frame-
work for the undertaking of administrative actiongerms of basic plant protec-
tion problems. Major problems are connected withtthzard for Poland posed by
invasive agrophage species. Dispersal of certaimsine species in Poland seems
inevitable, thus it is necessary to conduct a ndetailed evaluation of economic
and social effects of the appearance of individyecies and preparation of rea-
listic plans to restrict their dispersal and praged in case they occur.

Increased crop hazard posed by agrophages, atmt arthter hand the evalua-
tion of ecological effects connected with the aation of genetically modified
crops in comparison to the application of plant@cton measures is the cause of
continuous investigation of the legal status ofiggenic crops both in Poland and
many other developing countries (Iglesisl 2007)

Agricultural changes, agro-ecosystem balance anddadiversity

Changes introduced to agricultural production, ltesy from adaptation to
climate change, will eventually affect biodiversisometimes leading to its re-
duction. In respective corrective programs it isessary to enhance balance in
the agri-ecosystem thanks to the enhancement sifritsture and its more respon-
sible management. In effect the natural resistahtiee environment to occurring
climate change also increases. Actions undertakerthis respect include

. hedgerow and woodland restoration/plantiditch restoration/management; pond
and scrape restoration/creatiomater level management; grass strip margins in
arable fields;crop-free margins in arable fields; reduced pedgitierbicide
usage; crop patterns to encourage wild birds; fteedr (pollen/nectar) grassland
seed mixesyinter stubbles and summer fallows (Iglestagl 2007).

COMPETITIVENESS

One of the priorities in the implementation of cita adaptation actions is to
conduct training sessions and information campaignghis respect plant protec-
tion is one of the issues which need to be predetdenprehensively, in view of
interrelations contributing to increased competeand superior utilization of
potential of adaptation actions.

CONCLUSIONS

1. The incidence and importance of agrophages istlirand indirectly de-
pendent on climate conditions, which influence Hielogy of organisms and
adaptation strategies in agriculture.
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2. Adaptation strategies have complex character andantcipate the oc-
currence of certain climate phenomena and thegceffor they may an ex-post
response to their occurrence. Adaptation activiiesplanned for different man-
agement levels, local, governmental and private tey include science and
transfer of technology and information, and findihancial enterprises.
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11. SUMMARY

The impact of progressing climate change is beagimicreasingly evident, both
in the small (regional, national) and large scalen{inental, global). Changes are
found primarily in the seasonal cycles of weatlerditions, and as a consequence it
affects the functioning of the natural environmantl agriculture — the sector of
economy with closest ties with nature. These clarage manifested worldwide,
including Europe. In view of this information 1llsearch teams from different Euro-
pean countries and from Egypt created a consoréinch prepared the ADAGIO
project embedded in the European program suppdheggricultural policy of indi-
vidual countries. The responsibility of each partad¢o identify potential problems of
agriculture connected with the probable effectonétasted climate change, to deter-
mine potential adaptation mechanisms in selecwgidrral agricultural systems based
on identified problems, as well as popularize aisdesminate developed adaptation
strategies of agriculture among decision-makerthabthey may be incorporated in
the agricultural policy of a given country. Thisbpiation contains results of studies
of the Polish group of experts, who have identitiee@ards and proposed potential
actions adapting agriculture to climate changde#cribes what climatic changes are
already visible. A gradual increase in temperataebeen confirmed, which is mani-
fested primarily in a decrease in differences iramemperature of spring (an in-
crease in temperature) and autumn (no significaabh@e). Moreover, an increased
hazard has been identified, resulting from the grigwumber of extreme phenome-
na, including droughts being particularly dangerfmisagriculture. The above men-
tioned changes have already affected agricultuldrathe future their effect will be
even more evident, e.g. as the increased importanoertain agrophages or the ap-
pearance of new ones. In order to alleviate theamurences of hazards several adap-
tation strategies have been proposed; howeveedsito be stressed that they have to
be implemented in a comprehensive way for theirective effects to be mutually
enhanced. The introduction of new crop cultivarsyartolerant to drought, should
coincide with the simultaneous development of atiign systems. At the same time
we may not neglect the detailed monitoring of theearance of agrophages with the
introduction of more efficient and at the same tlass noxious plant protection me-
thods. However, since certain hazards, and asseqoance also losses are inevita-
ble, it is necessary also to develop the systemsofrance policies, which will in-
crease economic security of farms. Summing uppadth the observed and future
climate changes affect the functioning of agriaeltin Poland, the comprehensive
introduction of adaptation actions mentioned its fhblication will definitely limit
potential losses resulting from climate change.

Keywords: hazards and potential actions adaptingutyre to climate change,
supporting the agricultural policy
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12. STRESZCZENIE

Skutki postpujacych zmian klimatycznychascoraz bardziej widoczne i to
zarowno w niewielkich (region, kraj) jak i w gigch skalach (kontynent, glob).
Zmianom ulegaj gtéwnie sezonowe cykle przebiegu pogody, a w Komsacii
wptywa to na funkcjonowaniérodowiska przyrodniczego i rolnictwa — dziedzi-
nie gospodarki najbardziej zawianej z przyrogl Zmiany te § widoczne na ca-
tym globie, w tym i w Europie. Mag na wzgédzie te informacje 11 naukowych
zespotdw z ronych pastw europejskich oraz z Egiptu stworzyto konsorcjum
i przygotowato projekt ADAGIO wpisdapy sk w europejski program wspierania
polityki rolnej poszczegdlinych patw. Zadaniem kalego z partnerow byto okre-
slenie potencjalnych problemoéw rolnictwa agénych z prawdopodobnym wpty-
wem prognozowanych zmian klimatu, odtemie potencjalnych mechanizméw
adaptacyjnych wybranych regionalnych systeméw dimy oparciu o zidentyfi-
kowane problemy oraz popularyzacja i rozpowszectimiapracowanych strategii
adaptacyjnych rolnictwa $0d decydentow celem ich wadsnia do polityki rolnej
danego kraju. Niniejsza publikacja zawiera wynikh@polskiej grupy ekspertow,
ktérzy zidentyfikowali zagrezenia oraz zaproponowali potencjalne dziatania przy-
stosowugce rolnictwo do zmian klimatycznych. Opisano w njakie zmiany Kkli-
matyczne s juz zauwaalne. Potwierdza sistopniowy wzrost temperatury, co
gtéwnie przejawia gispadkiem rénic sredniej temperatury wiosny (wzrost tempe-
ratury) i jesieni (brak istotnej zmiany). Zidenidivano te wzrost zagrgenia wy-
nikajacego z powodu zwkszapcej sk ilosci zjawisk ekstremalnych, zaliczono tu,
szczegOlnie ueakliwe dla rolnictwa susze. Wspomniane paely zmiany ju
wplywaja, a w przysztéci bedzie to jeszcze bardziej zaumadne, np. na wzrost
znaczenia niektorych agrofagéw lub pojawianig zipetnie nowych. Aby ztago-
dzi¢ skutki zagraen wymienia st caly szereg dziateadaptacyjnych, natg jednak
podkréli¢ ze bardzo istotne jest aby wprowaélja w sposéb kompleksowy, aby
wzajemnie wzmacnéich fagodzce efekty. Wprowadzanie nowych odmiasliro
bardziej odpornych na suyszpowinno nagpowa: z rownoczesnym rozwojem Sys-
temow nawadniagych, jednoczanie nie nalgy pomijat szczegdtowego monitorin-
gu pojawiania si agrofagbw wraz z wprowadzaniem skuteczniejszygbdaocze-
snie mniej szkodliwych dl&rodowiska sposobdw ochronyslia. Poniewa jednak
pewnych zagrzen, a w konsekwenciji i strat nie da sinikma¢ konieczne jest tae
rozwijanie systemu ubezpie@zektory zwickszy ekonomiczne bezpiedstwo go-
spodarstw. Reasumg, obserwowane i przyszie zmiany klimatyczne wptyra
funkcjonowanie rolnictwa w Polsce, ale kompleksavpeowadzanie dziateadapta-
cyjnych wymienianych w niniejszej publikacji z pewsoia ograniczy potencjalne
straty z tego wynikage.

Stowa kluczowe: zageenia oraz potencjalne dziatania przystosaesijrol-
nictwo do zmian klimatycznych, wspomaganie politsdine]
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